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Generally intelligent agents must learn and plan in complex environments, with sensors and actuators that support various behaviors and tasks. This complexity hinders decision making, necessitating methods that abstract away such intricacies. Such abstractions must be rich enough to be precise, while simple enough to enable efficient learning and planning. Fortunately, many environments contain inherent structure, like Markovian or factored dynamics, that agents can leverage to help manage this tradeoff. By discovering and exploiting the structure in their environment, agents can automatically build decision-making abstractions that are beneficial for learning and planning. This dissertation showcases a collection of methods for abstracting observations, actions, histories, and world models in order to enhance agents' problem-solving capabilities while striking a useful balance between richness and simplicity.
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## Chapter 1

## Introduction


#### Abstract

A human being should be able to change a diaper, plan an invasion, butcher a hog, conn a ship, design a building, write a sonnet, balance accounts, build a wall, set a bone, comfort the dying, take orders, give orders, cooperate, act alone, solve equations, analyze a new problem, pitch manure, program a computer, cook a tasty meal, fight efficiently, die gallantly. Specialization is for insects.


—Robert A. Heinlein

Any intelligent software agent requires sufficient sensors for making decisions. The sensors supply the agent with information on which to base its current and future actions. For example, a cleaning robot must know where it should clean and be able to verify that it has successfully done the job. A self-driving car must be aware of the road ahead, the immediate surroundings, the directions to the next destination, and the physical state of the car itself. A chess-playing robot must know the current board position, whose turn it is, and the size and positioning of its own arms for moving pieces around. Without the appropriate sensors, an agent cannot make decisions effectively.

Moreover, carrying out decisions requires interacting with the environment in the appropriate way. The set of actions worth considering depends on the problem being solved. For instance, the cleaning robot should be capable of moving itself around, picking up objects, and manipulating vacuums and mops. The self-driving car should be able to control the car's steering, acceleration, and braking. The chess-playing robot should know how and when the different pieces are allowed to move. Just as each task has a relevant set of sensor data, there is also a corresponding set of actions that best characterize the decision-making problem.

General-purpose agents therefore require general-purpose sensors and diverse action capabilities. Not every problem depends on the same sensor information: cleaning status is irrelevant for chess; board positions
are irrelevant for driving a car; and steering wheel angle is irrelevant for cleaning. And the set of relevant behaviors changes as well: from selecting a vacuum speed, to changing highway lanes, to castling queenside. Nevertheless, a single robot may one day be asked to clean a home, drive a car, and play a game of chess. To support general-purpose decision making, the sensor observations must be sufficiently rich, and the action set sufficiently flexible, for any task the agent may encounter.

Unfortunately, generality leads to complexity. For an agent to be capable of tackling a wide range of problems, it must necessarily be over-engineered for any one of them. The rich observations and low-level actions of general-purpose agents are not ideal for most problems. Imagine trying to play a game of chess by reasoning about the pixels in your video feed, rather than the locations of the pieces-or plan a road trip as a sequence of steering wheel and motor torques, rather than a list of roads and cities. Without some way to mitigate the inherent complexity that comes with generality, decision making quickly becomes intractable

Effective general-purpose decision making therefore requires problem-specific abstractions. Abstractions encode and reveal problem structure to simplify the decision-making process. They can transform collections of pixels into abstract concepts-items of clothing, lanes and roads, chessboard squares-and in so doing, restrict the available sensor information to only what is important. They ease action selection by introducing task-relevant skills such as shirt folding, lane following, and knight movement. Appropriate abstractions enable high-level decision making on top of low-level sensors and actions.

Since what is relevant changes with each problem, the process of finding a suitable abstraction must be automatic. While, in principle, a system designer could specify a suitable problem-specific abstraction by hand, this is unsatisfying for several reasons. First, specifying an abstraction manually can be time-consuming, error-prone, and highly technical. Second, the designer may not actually know what a suitable abstraction would be for a given problem. Third, the set of tasks the agent may face is infinite, so clearly it is infeasible to manually specify an abstraction for every possible task. Finally, excessive reliance on external guidance reduces the agent's autonomy and severely limits its usefulness as an independent decision-making system.

The goal of this dissertation is to develop methods by which general-purpose agents can leverage structure in their environments to autonomously construct suitable abstractions for high-level decision-making. The content will be divided into four main parts. First, we consider the problem of abstracting the agent's rich sensor observations while preserving sufficient information to fully characterize the environment's dynamics at every decision point. Then, we discuss abstractions over histories that exploit structure in the agent's evaluations of its own behavior in order to determine what it should remember. Next, we turn to action abstraction and describe how to build a collection of high-level skills that tease apart the different environmental aspects in the agent's internal world model. Finally, we look at abstractions over world models themselves, which focus the agent's attention on only the skills relevant for solving its current task. Collectively, the dissertation will provide evidence for the thesis that by discovering and exploiting the structure in their environment, agents can autonomously build decision-making abstractions that are beneficial for learning and planning.

## Chapter 2

## Background

All models are wrong, but some are useful.

In applying mathematics to subjects such as physics or statistics we make tentative assumptions about the real world which we know are false but which we believe may be useful nonetheless.
—George E. P. Box

Our aim is for agents to automatically construct their own decision-making abstractions across a range of problems and contexts. Achieving this level of generality requires distilling the essential aspects of decision making into a common conceptual framework, and then designing strategies that are broadly effective over the set of problems that framework can express. This, in itself, is a form of abstraction.

There are many ways to formalize the problem of sequential decision making. Here, we consider two of the most common: reinforcement learning and planning. These two approaches differ in the assumptions that they make, but they are-broadly speaking-mutually compatible. In reinforcement learning, tasks are typically specified using a reward signal, and the agent's job is to change its behavior so as to generate more reward. Planning tasks are instead specified as goal conditions, and the agent's job is to find a viable strategy for achieving a particular goal. Additionally, the planning setting typically assumes the agent has access to an accurate internal world model that it can leverage when considering the effects of hypothetical actions, whereas in the learning setting, such a model must be constructed through experience (if at all).

With these decision-making formalisms in place, we then turn our attention to formalizing the process of abstraction. We consider the two most essential aspects of learning and planning-observations and actionsand define abstraction in each context. We use abstraction to reduce complexity and transform large observation and action spaces into smaller ones. We also consider the reverse-augmenting observations and actions-and
show how these transformations can also be viewed as abstractions, only now over sequences of past and future experiences. Together, these complementary forms of abstraction provide us with a flexible set of tools for building agents that adapt to different problem-solving scenarios.

### 2.1 Reinforcement Learning

Reinforcement learning (RL) makes the relationship between an agent and its environment explicit. The agent's sensors define its observations, and its actions define how it can affect the environment. The decision process is represented as a loop (see Figure 2.1): the agent takes an action, thereby affecting the environment, and subsequently observes the result through its sensors (along with any reward information), at which point the agent selects another action and the process repeats.


Figure 2.1: The reinforcement learning framework.

Reinforcement learning is an incredibly flexible framework and can easily be customized for specific applications or to encode various types of assumptions or domain knowledge. We begin with the most basic model, the Markov decision process (MDP), in which observations are assumed to contain complete state information about every aspect of the agent-environment system. Next, we discuss more general decision processes and the challenges that arise when the agent's observations are incomplete. Then we briefly mention two useful sub-classes of MDPs, block MDPs and factored MDPs, which make additional structural assumptions. Finally, we will ease the transition from reinforcement learning to planning by touching on hybrid approaches where the agent learns an internal model of the world to aid in its decision making.

### 2.1.1 Markov Decision Processes

The Markov decision process ${ }^{1}$ is one of the simplest formal models of sequential decision making. Its simplicity stems from an assumption, the Markov assumption, that each of the agent's observations contains complete state information about the agent-environment system. This assumption makes it rather easy to show that the agent can make optimal decisions simply by conditioning its behavior on its current observation.

A Markov decision process consists of the following quantities:

[^0]

Figure 2.2: Components of a Markov decision process.

- A set of states, $\mathcal{S}$, where each state $s$ corresponds to one possible configuration of the agent-environment system;
- A set of actions, $\mathcal{A}$, and an action applicability function, $A(s) \subseteq \mathcal{A}$, that outputs the set of valid actions that the agent can select in a given state $s{ }^{2}$
- A transition function, $T\left(s^{\prime} \mid a, s\right)$, measuring the probability of transitioning to state $s^{\prime}$ after taking action $a$ from state $s$;
- A reward function, $R\left(s, a, s^{\prime}\right)$ that assigns a reward $r$ to each combination of state $s$, action $a$, and next-state $s^{\prime}$;
- A discount factor, $\gamma \in[0,1]$ quantifying how much less the agent values rewards when they are delayed by one additional time step.

At each timestep, the agent observes state $s_{t}$, takes action $a_{t}$ from among $A\left(s_{t}\right) \subseteq \mathcal{A}$, then the system transitions to some state $s_{t+1}$ sampled from $T\left(s_{t+1} \mid a_{t}, s_{t}\right)$, at which point the agent receives reward $r_{t}=$ $R\left(s_{t}, a_{t}, s_{t+1}\right)$ and observes state $s_{t+1}$. By convention, the system is initialized at timestep $t=0$.

To formalize the Markov assumption, we simply mean that the state representation exhibits the Markov property, namely that transitions $T\left(s^{\prime} \mid a, s\right)$, rewards $R\left(s, a, s^{\prime}\right)$, and valid actions $A(s)$ are all independent of any state history before the most recent state $s$.

Definition 1 (Markov State Representation). A decision process $M=(\mathcal{S}, \mathcal{A}, A, R, T, \gamma)$ and its state representation $\mathcal{S}$ are Markov if and only if:

$$
\begin{aligned}
A^{(k)}\left(s_{t}, a_{t-1}, s_{t-1}, \ldots, a_{t-k}, s_{t-k}\right) & =A\left(s_{t}\right) \\
R^{(k)}\left(s_{t+1}, a_{t}, s_{t}, a_{t-1}, s_{t-1}, \ldots, a_{t-k}, s_{t-k}\right) & =R\left(s_{t+1}, a_{t}, s_{t}\right)
\end{aligned}
$$

and
$T^{(k)}\left(s_{t+1} \mid a_{t}, s_{t}, s_{t}, a_{t-1}, s_{t-1}, \ldots, a_{t-k}, s_{t-k}\right)=T\left(s_{t+1} \mid a_{t}, s_{t}\right)$,
for all $a \in \mathcal{A}, s \in \mathcal{S}, k \geq 1$.

The superscript $(k)$ denotes that the function is being conditioned on $k$ additional steps of history.

[^1]Example 1 (Pendulum). Suppose we want to construct a Markov decision process to represent a decision problem for controlling a pendulum (see Figure 2.3).

The pendulum contains a motor inside the hinge, which can supply three possible torques: $\{-\tau, 0,+\tau\}$. The agent's task is to apply torques in order to keep the pendulum balanced within some small deviation from fully upright.

Perhaps we decide to use the counterclockwise pendulum angle $\theta$ as the state space: $\mathcal{S}:=\theta \in[-\pi, \pi)$, with reference angle $\theta=0$ corresponding to fully vertical.

We choose the three distinct torque values as the natural action space, and set: $\mathcal{A}:=\{-\tau, 0,+\tau\}$. All actions are applicable for every state, so $A(s):=\mathcal{A}$.

We then define rewards $R$ as follows:

$$
R(s, a):=\left\{\begin{array}{l}
+1, \text { if }|\theta|<\epsilon \\
0, \text { otherwise }
\end{array}\right.
$$



Figure 2.3: A controlled pendulum.

Now we must define the transition function $T$, and here we encounter a problem. How can we describe the resulting pendulum angle in terms of the current angle and the applied torque? Our prediction seems to depend on whether the pendulum is stationary or swinging in from either side with some angular velocity. In other words, the system isn't Markov. We can't precisely define the transition function in terms of the current state without additional history information.

But suppose we had instead chosen a different state space, consisting not only of pendulum angle $\theta$, but also $\dot{\theta}$, its angular velocity: $\mathcal{S}:=\theta \in[-\pi, \pi) ; \dot{\theta} \in \mathbb{R}$.

Keeping $\mathcal{A}$ and $R$ as defined above, we can now define the transition function $T$ as follows:

$$
T\left(s^{\prime} \mid a, s\right):=\left\{\begin{array}{l}
\theta+=\dot{\theta} \cdot d t \\
\dot{\theta}+=\left(\frac{g}{2 L} \sin (\theta)+\frac{a}{m L^{2}}\right) \cdot d t
\end{array}\right.
$$

where $g$ is the acceleration due to gravity, $L$ and $m$ are the length and mass of the pendulum, and $d t$ is the amount of time between timesteps.

The resulting decision process can be specified precisely in terms of the state $s=(\theta, \dot{\theta})$, without any additional history information, and is therefore a Markov decision process.

The behavior of a reinforcement learning agent is typically determined by a policy $\pi: \mathcal{S} \rightarrow \operatorname{Pr}(\mathcal{A})$, mapping from states to distributions over actions. Each policy induces a value function, $V_{\pi}: \mathcal{S} \rightarrow \mathbb{R}$, and an actionvalue function, $Q_{\pi}: \mathcal{S} \times \mathcal{A} \rightarrow \mathbb{R}$, which are defined as the expected discounted sum of future rewards (also known as the return, denoted $G_{t}$ ) starting from a given state (and action) and following the policy $\pi$ thereafter:

$$
\begin{aligned}
V_{\pi}(s) & :=\mathbb{E}_{\pi}\left[\sum_{i=0}^{\infty} \gamma^{i} r_{t+i} \mid s_{t}=s ; T, R\right]=\mathbb{E}_{\pi}\left[G_{t} \mid s_{t}=s ; T, R\right] \\
Q_{\pi}(s, a) & :=\mathbb{E}_{\pi}\left[\sum_{i=0}^{\infty} \gamma^{i} r_{t+i} \mid s_{t}=s, a_{t}=a ; T, R\right]=\mathbb{E}_{\pi}\left[G_{t} \mid s_{t}=s, a_{t}=a ; T, R\right]
\end{aligned}
$$

where $\gamma$ is typically chosen to be less than 1 so that these sums remain finite. An alternative, but equivalent, interpretation is that $(1-\gamma)$ represents the termination probability, i.e. the probability in each timestep that the agent becomes distracted (or breaks, dies, etc.), resulting in what's called a terminal state. Under that interpretation, the value function is simply the expected total reward after accounting for these terminations (Puterman, 1994).

The agent's objective is to learn an optimal policy $\pi^{*}$ that maximizes value at every state. Such a policy always exists for an MDP precisely because of the Markov property (Puterman, 1994). In other words, the Markov property is desirable because it means the state perfectly characterizes the system, and thus the agent can behave optimally without considering history information. Common strategies for learning an optimal policy include: estimating an action-value function and selecting actions that appear to have higher value; and/or maintaining an explicit policy and improving it over time based on reward feedback. A full discussion of learning algorithms is outside the scope of this dissertation, but see Sutton and Barto (2018) for a detailed treatment.

The Markov property also has a desirable implication for value functions: a recursive relationship known as the Bellman equation (Bellman, 1954). The Bellman equation relates the value of the agent's policy at one timestep to the value at the following timestep:

$$
\begin{align*}
V_{\pi}(s) & =\sum_{a \in \mathcal{A}} \pi(a \mid s) \sum_{s^{\prime} \in \mathcal{S}} T\left(s^{\prime} \mid a, s\right)\left(R\left(s, a, s^{\prime}\right)+\gamma V_{\pi}\left(s^{\prime}\right)\right) \\
Q_{\pi}(s, a) & =\sum_{s^{\prime} \in \mathcal{S}} T\left(s^{\prime} \mid a, s\right)\left(R\left(s, a, s^{\prime}\right)+\gamma \sum_{a^{\prime} \in \mathcal{A}} \pi\left(a^{\prime} \mid s^{\prime}\right) Q_{\pi}\left(s^{\prime}, a^{\prime}\right)\right) . \tag{2.1}
\end{align*}
$$

The Bellman equation allows agents to estimate a value function through an iterative update process called temporal difference (or TD) learning (Sutton, 1988). Given an experience $\left(s \xrightarrow{a}\left(r, s^{\prime}\right)\right.$ ) in the environment, the agent can update its estimated value function to minimize the temporal difference error between its current value estimate $\hat{V}_{\pi}(s)$ and the one-timestep "unrolled" version $\left(r+\gamma \hat{V}_{\pi}\left(s^{\prime}\right)\right)$ :

$$
\hat{V}_{\pi}^{i+1}(s):=\hat{V}_{\pi}^{i}(s)+\alpha\left(r+\gamma \hat{V}_{\pi}^{i}\left(s^{\prime}\right)-\hat{V}_{\pi}^{i}(s)\right)
$$

where $\alpha \in(0,1]$ is a step-size parameter that controls how quickly to update $\hat{V}_{\pi}$, and $\hat{V}_{\pi}^{0}$ is initialized arbitrarily. We often refer to this process as bootstrapping, since we use our current estimate $\hat{V}_{\pi}^{i}$ to improve our next estimate $\hat{V}_{\pi}^{i+1}$. After a sufficient number of iterations, $\hat{V}_{\pi}$ will eventually converge ${ }^{3}$ to the true value function $V_{\pi}$. The same procedure is compatible with learning $Q$-functions as well.

[^2]Temporal difference learning has a large number of variations. We can replace the 1-step unrolling $\left(r+\gamma \hat{V}_{\pi}\left(s^{\prime}\right)\right)$ with any valid estimate of the expected return. For example, an $n$-step unrolling $\left(r_{t}+\gamma r_{t+1}+\cdots+\gamma^{n} \hat{V}_{\pi}\left(s_{t+n}\right)\right)$ leads to $n$-step TD. As $n$ approaches infinity (or, practically speaking, if we simply let episodes terminate naturally and collect all the discounted rewards without any bootstrapping), we obtain what's called a Monte Carlo value estimate. And any weighted sum of these estimates is a valid estimate as well. If we downweight successive unrollings geometrically, we obtain a class of methods called $\operatorname{TD}(\lambda)$ :

$$
\hat{V}_{\pi}^{i+1}\left(s_{t}\right):=\hat{V}_{\pi}^{i}\left(s_{t}\right)+\alpha(1-\lambda)\left(\sum_{n=1}^{\infty} \lambda^{n-1}\left(r_{t}+\cdots+\gamma^{n} \hat{V}_{\pi}^{i}\left(s_{t+n}\right)\right)-\hat{V}_{\pi}^{i}\left(s_{t}\right)\right)
$$

where $\lambda \in[0,1]$ controls how quickly we decay the weights. For the special cases of $\lambda=0$ and $\lambda=1$, we recover the basic 1-step TD and Monte Carlo value estimation, respectively.

### 2.1.2 General Decision Processes and Partial Observability

The Markov assumption is, of course, totally unrealistic for general-purpose intelligent agents. A cleaning robot may need to clean multiple rooms, with sensors that can't see past the nearest walls. Similarly, a self-driving car must account for the possibility of cars beyond its field of view. Even a chess-playing robot cannot always determine whose turn it is simply by looking at the board. While the Markov decision process is a useful formalism for some applications, it falls short of being truly general.

We can build a more general formalism by introducing so-called partial observability. A partially observable Markov decision process (or POMDP) builds in uncertainty about which state the agent is in by separating the agent's observations from the agent-environment state (Kaelbling et al., 1995). In the POMDP model, we add the following quantities to the basic MDP outlined in the previous section:

- A set of possible observations, $\Omega$, where each observation $\omega$ corresponds to a particular sensor measurement the agent might see;
- An observation function, $O(\omega \mid s)$, measuring the probability of seeing a particular observation $\omega$, conditioned on being in state $s$.

By distinguishing between the complete state of the system, $s$, and the agent's possibly-incomplete observation, $\omega$, we are now able to model the effects of the agent's sensors. When $\omega=s$ for all $s$, this formalism reduces to a fully observable MDP.

POMDPs offer an appealing and general model of decision making, but they also present a number of challenges. Since the agent no longer knows the precise state, it cannot rely on the Markov property to simplify decision making. The agent can of course make the Markov assumption anyway, simply pretending its observations are complete, but it will frequently be wrong, and this will lead to making worse decisions. Alternatively, the agent can condition its behavior on its entire interaction history of observations, actions, and rewards. By definition, this would incorporate all information the agent could possibly use for decision making, and hence would constitute a Markov state representation. The problem with this approach is that
the length of the agent's history grows with each successive decision, and the number of possible histories is exponential in that history length. So even writing down the agent's policy for all of those histories quickly becomes intractable.

Feature Augmentation. One of the simplest strategies for decision making in a POMDP is to have a human expert procedurally augment the natural observation space to render it Markov. For example, in Atari video games (Bellemare et al., 2013), the current observation is usually frame-stacked-concatenated with three previous frames-to include information about the velocity and acceleration of moving objects (Mnih et al., 2015). Applications ranging from automated HVAC control (Galataud, 2021) to stratospheric balloon navigation (Bellemare et al., 2020) use task-specific state features hand-engineered to approximate the Markov assumption. While these applications are impressive, these hand-designed features lack generality across environments.

Belief State Methods. Another common strategy for solving POMDPs is to estimate a belief distribution, $b(s)$, which measures the probability that the agent is in a particular state $s$, given its entire history. The agent can then select actions to maximize its expected value over all states, weighted by the belief distribution. Since belief distributions condition on the full history, this approach might seem hardly any better than the naïve solution. But it turns out that the belief distribution itself constitutes a proper Markov state (Kaelbling et al., 1995). If we know the belief distribution $b(s)$ at some timestep, we can write the next belief distribution $b\left(s^{\prime}\right)$, after taking action $a$ and observing $\omega^{\prime}$, as follows:

$$
\begin{equation*}
b\left(s^{\prime}\right)=\frac{1}{\eta} O\left(\omega^{\prime} \mid s^{\prime}\right) \sum_{s \in \mathcal{S}} T\left(s^{\prime} \mid a, s\right) b(s) \tag{2.2}
\end{equation*}
$$

where $\eta=\sum_{s^{\prime} \in \mathcal{S}} O\left(\omega^{\prime} \mid s^{\prime}\right) \sum_{s \in \mathcal{S}} T\left(s^{\prime} \mid a, s\right) b(s)$ is a normalizing constant so that the probabilities sum to 1 . Equation (2.2), known as the belief update, looks at each state $s$ in our current belief distribution and considers how likely it is for action $a$ to result in state $s^{\prime}$, along with how likely it is to then observe $\omega^{\prime}$ in that state, and uses this information to construct an updated belief for each possible $s^{\prime}$. The distribution $b(s)$ is often called a belief state, since it is sufficient for predicting $b\left(s^{\prime}\right)$.

Unfortunately, belief state methods rely on some rather strong assumptions. In particular, the belief update requires knowing the dynamics of the environment and sensor, as well as the set of possible states, despite all of these being inherently unobservable. It's more appropriate to categorize such methods as planning methods, which we'll discuss in Section 2.2, since they assume an accurate internal world model. In order to qualify as a learning method, an agent would not only need to build a model of the environment and sensor dynamics from experience, but also somehow infer the set of hidden states without ever observing them. In the learning setting, POMDP difficulty scales with the number of possible histories, and belief state methods are intractable for all but the smallest problems (Zhang et al., 2012). The POMDP model has mainly led to success in domains like robotics (Thrun et al., 2005), where it is often reasonable for the robot to know the latent state space $\mathcal{S}$ and thus employ belief-state approaches.

Predictive State Representations. An alternative approach to solving POMDPs is to construct a predictive state representation (PSR) that can still be updated recursively while requiring only observable quantities
(Littman et al., 2001). Rather than looking at histories, PSRs are collections of tests about future actionobservation sequences. Each test (for example, "If I keep driving forward, will the traffic light be red?") captures the probability that the observation (red light) occurs after selecting the action (drive forward), and is associated with some likelihood (say $40 \%$ ). Tests that span multiple time steps (like forward-yellow-forwardred) correspond to the probability of seeing the entire observation sequence (yellow light, followed by red) while following the entire action sequence (driving forward for two timesteps). Given a sufficiently diverse and descriptive set of tests, predictive state representations constitute a Markov state and are expressive enough to represent any POMDP (Singh et al., 2004b).

But while PSRs are appealing in theory, there are three main challenges to applying them in practice. First, finding a general method for constructing the set of tests remains an open problem. Most approaches still require looking at the hidden state information to do so, with the tests designed (often by hand) to distinguish between those hidden states (Singh et al., 2003). Second, even once a viable set of tests has been established, the problem of estimating their probabilities remains, which is especially challenging because tests can involve mutually exclusive sequences of actions. If test A requires the "turn left" action and test B requires the "turn right" action, only one of these can actually be executed in any particular circumstance. Third, estimation of the test probabilities may require many evaluations before the estimates are accurate, but returning to the "same state" (in order to take multiple measurements) is fraught, given that the agent's only concept of state relies on those very same estimates. As a result, predictive state representations have seen limited success outside the planning setting, apart from a few specific examples (Boots et al., 2011; Boots et al., 2013).

## Other Methods

There are several other approaches to handling partial observability. Hutter's (2016) extreme state aggregation aims to form a small, stationary MDP from a potentially non-Markov system. Recurrent neural networks (RNNs) trained via Backpropagation Through Time (BPTT) can work well on some environments (Lin and Mitchell, 1993; Bakker, 2001), but their success is greatly affected by the truncation window, which limits how long they can recall information. Additionally, some work has tried to combine RNNs with PSRs (Downey et al., 2017). General value functions (GVFs), implemented such as through the Horde algorithm (Sutton et al., 2011), aim to make predictions about the environment that can encompass partially observable information. A further implementation of GVFs with RNNs, called GVF Networks (Schlegel et al., 2021), can, in fact, represent PSRs. Though GVF-based methods can be made to work in particular instances, they tend to fail in general.

### 2.1.3 Block MDPs

To make some progress towards modeling rich, low-level sensor observations while avoiding the complexity of partial observability, Du et al. (2019) introduced a hybrid model called the block MDP. Block MDPs allow hidden states to produce many different observations, and these observations may be much more detailed than necessary to characterize the environment state; however, observations that come from the same "block"
always correspond to the same underlying state.
Formally, block MDPs make the following assumption to remove partial observability:
Block MDP Assumption: For any two distinct states $s_{1} \neq s_{2}$, the corresponding observation distributions $O\left(\omega \mid s_{1}\right)$ and $O\left(\omega \mid s_{2}\right)$ have non-overlapping support.

This assumption encodes a strong structural constraint on the observation function, namely that two different states cannot produce the same observation. Consequently, there exists an inverse observation function $O^{-1}: \omega \mapsto s$ (possibly unknown to the agent) that uniquely identifies the complete state $s$ for any observation $\omega$. In other words, the agent's observations are themselves complete, and $\omega$ can be used in place of $s$ without requiring additional history. As with POMDPs, the learning agent doesn't observe the hidden state $s$, observation function $O$ (nor its inverse $O^{-1}$ ), reward function $R$, nor environment dynamics $T$.

Block MDPs provide a useful starting point for modeling general-purpose sensors, and we will use them in Chapter 3 to explore observation abstractions, before returning to the full generality of POMDPs in Chapter 4 with history abstractions.

### 2.1.4 Factored MDPs

Whereas block MDPs impose structural constraints on the observation function, factored MDPs (Boutilier et al., 1999; Koller and Parr, 1999) use structure to constrain the transition function. The factored MDP model introduces a formal notion of state variables, providing a way to characterize the causal relationships between the different aspects of the decision process. Rather than a single, monolithic transition function governing the entire state of the system, these state variables allow for a combination of multiple, weaklyinteracting transition functions that each affect a smaller portion of that state, and whose individual dynamics are (hopefully) easier to learn.

The factored MDP framework reflects two complementary intuitive principles. First, actions tend to have focused effects: general-purpose agents can affect many aspects of their environments, but cannot affect the majority of those aspects at the same time. Second, effects tend to have focused causes: most aspects of the system behavior depend on only a small subset of the available state information. These principles apply equally well to both partially- and fully observable decision making, but we will focus on the fully observable version, which requires the following modifications to the basic MDP model:

- Each state $s$ is expressed as a (finite) vector of $K$ state variables or factors, where each variable $s_{i}$ is assigned a value from some domain set $D_{i}$, such that $S=D_{1} \times D_{2} \times \cdots \times D_{K}$.
- Each state variable $s_{i}$ is governed by a separate transition function $T_{i}\left(s_{i}^{\prime} \mid a, s\right)$. Moreover, this transition function only depends on a subset of the state variables, denoted by a parents function $\rho\left(s_{i}\right)$, and conditioning the next-state variable $s_{i}^{\prime}$ on these parents makes it independent of all other state variables: $T_{i}\left(s_{i}^{\prime} \mid a, s\right)=T_{i}\left(s_{i}^{\prime} \mid a, \rho\left(s_{i}^{\prime}\right)\right)$.
- The full transition function $T\left(s^{\prime} \mid a, s\right)$ factorizes as the product of these $K$ separate transition functions: $T\left(s^{\prime} \mid a, s\right)=\Pi_{i=1}^{K} T_{i}\left(s_{i}^{\prime} \mid a, \rho\left(s_{i}^{\prime}\right)\right)$.

These modifications alone merely allow for notational convenience, because it is always possible to factor the transition function, provided that the state is composed of multiple distinct variables. Therefore, we typically make one more assumption with factored MDPs, namely that the maximum number of parents $\mathcal{P}:=\max _{i}\left|\rho\left(s_{i}\right)\right|$ is much smaller than the number of state variables, i.e. $\mathcal{P} \ll K$. Informally, we say that factored MDPs with smaller ratios $\mathcal{P}: K$ are "more factored." ${ }^{4}$

We can visualize a factored MDP as a two-layer Bayesian network (see Figure 2.4), where nodes correspond to state variables at two subsequent time steps, and edges denote parent dependencies. Increased


Figure 2.4: Visualization of a factored MDP. In this example, $\rho\left(s_{1}^{\prime}\right)=\left\{s_{1}, s_{2}\right\}$, $\rho\left(s_{2}^{\prime}\right)=\left\{s_{2}\right\}$, etc. factorization corresponds to a sparser set of edges.

In theory, factored MDPs offer a significant computational advantage over their non-factored counterparts. When agents know the factor-dependencies, they can leverage that structure to learn exponentially faster (Kearns and Koller, 1999; Guestrin et al., 2002). In the general case, methods like SLF-R-MAX (Strehl et al., 2007) and MET-R-MAX (Diuk et al., 2009) can help to learn that structure, although their efficiency relies heavily on having sparse dependencies (low $\mathcal{P}$ ). See Hester and Stone (2012) (section 6) for a detailed review of these and other factored MDP methods.

Unfortunately, in the general learning setting, agents must not only learn the dependency structure but also the factors themselves. While there has been some recent work on teasing apart these factors of variation (Higgins et al., 2017; Thomas et al., 2017; Sawada et al., 2018), it remains an open question how to best carve up observations into useful internal state variables. For this reason, we will primarily use factored structure in the context of planning. In Chapter 5 we assume the state factors are known and consider action abstractions that increase factorization by intentionally modifying only a small number of variables.

### 2.1.5 Model-Based RL

Most reinforcement learning algorithms assume the transition and reward functions, $T$ and $R$, are unknown to the agent. In this setting, the agent must choose between two classes of methods: model-based methods, which seek to explicitly estimate the transition and reward functions through interactions with the environment, and model-free methods, which simply optimize behavior without them. ${ }^{5}$ In model-based RL, once the agent has

[^3]estimated an internal world model, it can use that model to consider the effects of hypothetical actions. ${ }^{6}$ These imagined experiences can exploited in two main ways: first, as additional data to improve the value function or policy via the same methods as model-free RL; and second, as a way to aid action selection by looking ahead at the estimated value of future states. The former is sometimes called "background planning", and the latter is called "decision-time planning" (Sutton and Barto, 2018). However, since the agent is learning the world model from data, both of these types of planning are distinct from the planning frameworks we discuss in the next section.

### 2.2 Planning

In contrast with reinforcement learning, planning frameworks assume the agent has access to an accurate internal world model of its environment. Where this model comes from is not important, and it is perfectly acceptable to suppose it could have been learned through model-based RL. Regardless, the assumption is that querying the internal model with a proposed action is precisely as good as executing the same action in the real environment. The format of the agent's world model depends on which specific planning framework is being used to formalize the decision-making problem, but most planning frameworks assume a factored state space, similar to that of Section 2.1.4.

Since our aim is general-purpose problem solving, we'd like the agent to be able to solve many tasks using the same world model. We could in principle accomplish this with the MDP framework if we used a different reward function for each task; however, most planning formalisms take a different approach. Instead of a reward function, the agent's goal is specified in terms of constraints on the state variables (or some subset thereof) within the factored state space. Each planning task includes both a goal condition, and an initial state $s_{0}$. Meanwhile, the planning domain (i.e. the world model) encompasses the transition function, factored state space, and action applicability function, and these quantities are fixed for all tasks. This separation between task and domain allows the agent to use the same world model to solve many different planning problems.

The agent's objective is to find a plan, a sequence of actions that connects initial state $s_{0}$ to any state $s_{G}$ that satisfies the specified goal $G$. We can visualize this process using a search tree, as in Figure 2.5. ${ }^{7}$ Each node in the tree corresponds to a particular state, and at the beginning of planning, only the initial state is revealed. The agent can then query the world model from any known state $s$ to determine the effect of taking an action $a$, at which point the agent adds the resulting state $s^{\prime}$ to the search tree, connecting $s$ to a new node $s^{\prime}$ via edge $a$. The process continues until the agent reveals some state $s_{G}$ that satisfies the goal condition, and the action edges along the path from $s_{0}$ to $s_{G}$ constitute a plan that solves the task.

There are a few ways to measure plan quality and planning efficiency. In some planning paradigms, actions

[^4]

Figure 2.5: Visualizing the planning process as a search tree.
can have associated costs, and an optimal plan is one that minimizes the sum of these costs. We might also care specifically about finding a shortest cost-optimal plan: a plan with the fewest steps from among the set of lowest-cost plans. Alternatively, we can ignore costs and focus on satisficing solutions-that is, finding a plan as quickly as possible, regardless of cost. We can measure efficiency in terms of the number of model queries, or the number of states generated, before finding a plan. For simplicity, we will assume in this dissertation that the transition dynamics are deterministic-i.e. actions have exactly one possible effect for each state-which means only one world model query is necessary to determine the effect of an action.

The cost of finding a suitable plan scales exponentially with the length of the shortest possible solution, which usually makes exhaustive exploration of the search tree intractable. Heuristic search eases the computational burden by guiding the search towards the most promising states (Bonet and Geffner, 2001). A heuristic function $h(s)$ estimates the number of actions required to reach the goal from a given state $s$, and typically some variation of "best-first" search then expands states with lower heuristic values first. Some planning frameworks, such as classical planning, are compatible with sophisticated heuristics that exploit structure in the world model to build accurate cost estimates. Other frameworks, like black-box planning, introduce no additional structure whatsoever and have much more limited heuristic options. We will discuss a few of these frameworks, and the differences between them, in the remainder of this section.

### 2.2.1 Classical Planning

The classical planning formalism imposes structure on a planning problem through objects, predicates, and action schemas. Objects correspond to the various aspects of the environment, and predicates are functions that facilitate the expression of true-or-false propositions about those objects. These propositions are somewhat analagous to the state variables in a factored MDP (see Section 2.1.4), albeit in a different format: typically only true propositions are explicitly listed in the state, and any other propositions are assumed to be false. And just like in a factored MDP, the resulting state space can be enormous-even for a rather modest set of objects-since it includes every possible combination of truth values for the predicates. Fortunately, action schemas provide a concise way to specify transition dynamics for the combinatorial number of possible states.

An action schema (sometimes called an operator) consists of a precondition and an effect. The preconditionwhich is analagous to the action applicability function of a Markov decision process-specifies which predicates need to be true in order to execute the action. The effect-which corresponds to the transition dynamics-specifies which predicates will become either true or false after executing the action. If predicates do not appear in an action's precondition or effect, they are ignored or left unchanged, respectively. We illustrate these concepts in the following example.

Example 2 (Elevator Scheduling). Suppose there are $N$ passengers, distributed among $K$ different floors of a building, who are all waiting for a single elevator. The planning agent's job is to decide on a sequence of elevator controls that will bring every passenger to their desired destination. We'd like to express this problem (a variation of the MICONIC domain first introduced by Koehler and Schuster (2000)) using the framework of classical planning.

The standard way to define a classical planning problem is using PDDL, the Planning Domain Definition Language (McDermott et al., 1998). We first use placeholder objects to define some useful predicates, and then use those predicates to express the elevator controls as action schemas:

```
(define (domain miconic)
    (:predicates:
        (flr ?f) ;; if ?f is a valid floor
        (psgr ?p) ;; if ?p is a valid passenger
        (origin ?p ?f) ;; if passenger ?p originates on floor ?f
        (destin ?p ?f) ;; if passenger ?p wants to reach destination floor ?f
        (served ?p) ;; if passenger ?p has reached their destination
        (in ?p) ;; if passenger ?p is in the elevator
        (at ?f) ;; if the elevator is at floor ?f
        (above ?£1 ?£2) ;; if floor ?£2 is above floor ?f1
    )
    (:action up ;; move the elevator upwards from floor ?£1 to floor ?£2
        :parameters (?f1 ?f2)
        :precondition (and (flr ?f1) (flr ?f2) (at ?f1) (above ?f1 ?f2))
        :effect (and (at ?f2) (not (at ?f1)))
    )
    (:action down ;; move the elevator downwards from floor ?f1 to floor ?£2
        :parameters (?f1 ?f2)
        :precondition (and (flr ?f1) (flr ?f2) (at ?f1) (above ?f2 ?f1))
        :effect (and (at ?f2) (not (at ?f1)))
    )
```

    (: action board ;; allow passenger ?p to board the elevator at floor ?f
    ```
        :parameters (?f ?p)
        :precondition (and (flr ?f) (psgr ?p) (at ?f) (origin ?p ?f))
        :effect (in ?p)
    )
    (:action depart ;; allow passenger ?p to depart the elevator at floor ?f
        :parameters (?f ?p)
        :precondition (and (flr ?f) (psgr ?p) (at ?f) (destin ?p ?f) (in ?p))
        :effect (and (not (in ?p)) (served ?p))
    )
)
```

Each action schema accepts some number of placeholder parameters. For example, up takes a starting floor (?£1) and a destination floor (?£2). The preconditions describe what needs to be true for the action to be executable, in terms of the various predicates. For example, up requires both parameters to be valid floors ( $f 1 r$ ? $£ 1$ and $f 1 r$ ? $£ 2$ ), requires the elevator to be at the starting floor (at ?f1), and requires the destination floor to be above the starting floor (above ? $£ 1$ ? $£ 2$ ). The effects describe how executing the action will change the relevant predicates. For example, up causes the elevator to be at the destination floor (at f 2 2), and negates the original fact that the elevator is at the starting floor (at ?f1).

With the above domain in place, we can express a planning problem involving any number of floors and passengers simply by defining a few additional quantities:

```
(define (problem miconic-2psgr-3flr)
    (:domain miconic)
    (:objects
        p0 p1 ;; passengers
        f0 f1 f2 ;; floors
    )
    (:init
        (psgr p0)
        (psgr p1)
        (floor f0)
        (floor f1)
        (floor f2)
        (above f0 f1)
        (above f0 f2)
        (above f1 f2)
        (origin p0 f1)
```

```
        (origin p1 f2)
        (destin p0 f2)
        (destin p1 f0)
        (at fQ)
        )
        (:goal
            (and (served p0) (served p1)))
        )
)
```

The problem contains a concrete set of objects and defines an initial state and a goal condition. This particular problem has three floors, $\mathfrak{f Q}, f 1$, and $f 2$, and two passengers, $p \mathbb{0}$ and $p 1$, who start on floors $£ 1$ and $£ 2$ and want to reach floors $£ 2$ and $£ 0$ respectively. The elevator starts on floor $£ 0$.

What makes action schemas so powerful is that they are defined in a lifted way, which means without reference to any particular object. Lifted action schemas use placeholder objects to define the relationships between the various predicates, and the actions are subsequently grounded by replacing these placeholders with specific objects. This allows the domain's predicates and actions to be defined abstractly, for all objects, and then instantiated as necessary with specific objects in each new problem file. Using a standardized format like this means that a domain-independent planner, such as Fast Downward (Helmert, 2006), can implement a wide variety of general-purpose planning algorithms and heuristics without any advance knowledge of the specific planning domain or problem it will need to solve.

Additionally, action schemas provide substantial structure that planning heuristics can leverage when estimating the cost of reaching the goal. Some heuristics use the action schemas directly (Bonet et al., 1997; Hoffmann and Nebel, 2001), while others first translate into what's called a finite domain representation (Sandewall and Rönnquist, 1986; Helmert, 2006), which presents state variables more explicitly than the standard list of true-valued predicates. Heuristics might then ignore or combine the information contained in various state variables in order to estimate costs (Culberson and Schaeffer, 1998; Helmert et al., 2007). For a detailed discussion of these and many other classical planning heuristics, see Helmert and Domshlak (2009).

### 2.2.2 Numeric Planning

Numeric planning (introduced in PDDL 2.1; see Fox and Long (2003)) extends the classical planning formalism by allowing for continuous state information alongside traditional binary propositions. This behavior is defined via numeric fluents, continuous-valued variables that can change over time, and functions, which accept a list of zero or more placeholder objects and define a numeric fluent for each unique set of arguments, similar to predicates. The problem file initializes these fluents to their starting values and the actions in the domain file might affect fluents using various expressions (increase, decrease, assign, add, subtract, multiply, divide, etc.)
or check them as part of a precondition (e.g. by testing for equality, greater-than, or less-than relationships).
Numeric planning presents a number of challenges that stem from the interaction between discrete and continuous variables (Dornhege et al., 2012) and that are outside the scope of this dissertation. Typically, classical planning techniques must be adapted before they can work well with numerics (Scala et al., 2016b). However, we will see in Chapter 6 that this isn't always the case; carefully constructed world-model abstractions can improve planning efficiency while handling numeric fluents and binary predicates at the same time.

### 2.2.3 Black-Box Planning

Planning requires a world model, but most planning research ignores the question of where such a model comes from. In practice, world models tend to come from a system designer who knows PDDL, or in some cases, $\mathrm{SAS}^{+}$, a popular finite domain representation language (Bäckström and Nebel, 1995). Recent work has sought to enable agents to automatically construct symbolic models similar to those designed by human experts (Konidaris et al., 2018; Asai and Fukunaga, 2018), but such methods tend to rely on strong assumptions about the structure of the environment.

Black-box planning (Lipovetzky et al., 2015; Jinnai and Fukunaga, 2017) offers another approach with no assumptions at all. Whereas classical planning provides detailed action schemas that describe abstract preconditions and effects, black-box planning just provides the agent with a simple interface: the agent can query the world model with a hypothetical state to determine which actions would be applicable, or with a stateaction pair to determine the resulting state. Black-box planning is appealing because it dramatically lowers the barrier to planning with a learned model. Any world model capable of determining action applicability and simulating action executions is compatible with the black-box planning framework. In fact, just as with model-based reinforcement learning, the model need not even be entirely accurate to be useful.

The downside of black-box planning is that agents are severely limited in terms of heuristic search. Without a formal domain description, there is little information available for heuristics to use when estimating the distance to the goal. One of the few domain-independent heuristics that is compatible with black-box planning is the goal-count heuristic (Fikes and Nilsson, 1970), which counts the number of state variables that differ between a given state and the goal. The two basic assumptions of the goal-count heuristic are: a factored state space (i.e. there are state variables to count), and a known goal condition (i.e. there is a reason to count variables). A third, more subtle assumption is that the problem can be decomposed into subproblems, where each state variable can be treated as an approximately independent subgoal. Unfortunately, this subgoal independence assumption is invalid for most planning problems of practical interest, and thus the goal-count heuristic is often misleading. In Chapter 5 we will look at ways to improve the accuracy of the goal-count heuristic through action abstraction while maintaining the desirable generality of the black-box formalism.

### 2.2.4 Open-Scope Planning

Modern AI planning is both extremely general-purpose and profoundly inflexible. The promise of domainindependent planners is that a single program can be used to solve planning tasks arising from many specific applications. This promise has largely been realized: given an appropriately specified model of a planning problem, modern planners can quickly tackle anything from game playing (Korf, 1985a; Korf, 1985b) to transportation logistics (Refanidis et al., 2001) to chemical synthesis (Matloob and Soutchanski, 2016). But these impressive achievements rely on the fundamental assumption that the domain model is always wellmatched to the task. Each application uses a different domain model that was carefully designed by human experts, and while each domain supports multiple problems, the problems within a given domain all share significant structure. This significantly limits generality, because a planner cannot solve logistics problems with a chemical synthesis model. In other words, the models have limited scope.

A general-purpose agent must go beyond the limitations of current domain-independent planners by acquiring and maintaining an open-scope model-one rich enough to describe any planning task it may encounter during its deployment. Such an open-scope model will necessarily contain large amounts of information irrelevant to any individual task, because the agent can no longer rely on human experts to provide models for new domains (Konidaris, 2019). Unfortunately, when learned models contain large amounts of irrelevant information, the search space grows exponentially and planning quickly becomes intractable. Recent work has shown that many state-of-the-art planners suffer significant reductions in performance when irrelevant objects, state variables, or operators are included in domain descriptions (Vallati and Chrpa, 2019; Silver et al., 2021). We address this problem in Chapter 6 by using task-specific structure to learn world-model abstractions that simplify open-scope models to the point where planning once again becomes tractable.

### 2.3 Abstraction

To succeed at learning and planning, agents must construct abstractions that allow them to express each decision problem at an appropriate level of detail. For high-level tasks like playing chess, cleaning a home, or driving a car, reasoning at the level of individual pixels and motor torques is clearly hopeless. Agents can use abstraction to reduce complexity by discarding certain irrelevant information, but determining which information is relevant can be challenging, and discarding too much can impede decision making. Abstraction therefore introduces a tradeoff between richness and simplicity.

Formalizing the concept of abstraction will require us to be specific about which information the agent will ignore. In principle, any aspect of the formal decision-making models introduced earlier in this chapter would be a reasonable target for abstraction. Here we will restrict our focus to abstractions of observations, histories, actions, and world models.


Figure 2.6: Observation abstraction.

### 2.3.1 Observation Abstractions

The first place we will apply abstraction is on the agent's input observations. To avoid challenges arising from partial observability, let us adopt the block MDP model for now, ${ }^{8}$ where system behavior is governed by some underlying set of hidden states $\mathcal{S}$, but where the agent's sensors $\sigma$ produce observations $s \stackrel{\sigma}{\mapsto} \omega$ belonging to the larger set $\Omega$. To support decision making when $\Omega$ is too noisy or high-dimensional for tractable learning, we'll turn to observation abstraction. Of course, the block MDP assumption means that observations are themselves Markov states, so in this context, it is equivalent to talk about state abstraction.

Our objective is to find an abstraction function $\phi: \Omega \rightarrow Z$ mapping each observation $\omega$ to an abstract state $z=\phi(\omega)$, with the hope that learning is tractable using the abstract representation $Z$ (see Figure 2.6). We often refer to $\omega \in \Omega$ as ground observations (or ground states), and $M$ as the ground MDP, to reflect that these quantities are grounded, as opposed to abstract, i.e. they have a firm basis in the true environment. ${ }^{9}$ Since our goal is to support effective abstract decision making, we are mainly concerned with the policy class $\Pi_{\phi}$, the set of policies with the same behavior for all observations that share the same abstract state:

$$
\begin{equation*}
\Pi_{\phi}:=\left\{\pi:\left(\phi\left(\omega_{1}\right)=\phi\left(\omega_{2}\right)\right) \Longrightarrow\left(\pi\left(a \mid \omega_{1}\right)=\pi\left(a \mid \omega_{2}\right)\right), \forall a \in A ; \omega_{1}, \omega_{2} \in \Omega\right\} . \tag{2.3}
\end{equation*}
$$

An abstraction $\phi: \Omega \rightarrow Z$, when applied to an MDP $M$, induces a new abstract decision process $M_{\phi}=$ $\left(Z, A, T_{\phi, t}^{\pi}, R_{\phi, t}^{\pi}, \gamma\right)$, whose dynamics may depend on the current timestep $t$ or the agent's behavior policy $\pi$, and, crucially, which is not necessarily Markov.

Consider the following example.

[^5]

Figure 2.7: An MDP and a non-Markov abstraction.

The figure above depicts an MDP with two distinct actions (arrows) and four states/observations (white circles). It also depicts an abstraction function $\phi$ (blue rectangles) that aggregates $\omega_{1}$ and $\omega_{2}$ into a single abstract state $z_{B}$. It's common to view state abstraction as aggregating or partitioning ground states into abstract states in this way (Li et al., 2006).

State aggregation usually involves choosing a fixed weighting scheme $W(\omega)$ to express how much each ground state $\omega$ contributes to its abstract state $z$, where the weights sum to 1 for the set of $\omega$ in each $z$. We can then define the abstract transition dynamics $T_{\phi}$ as a $W$-weighted sum of the ground dynamics (and similarly for reward): $T_{\phi}\left(z^{\prime} \mid a, z\right)=\sum_{\omega^{\prime} \in z^{\prime}} \sum_{\omega \in z} T\left(x^{\prime} \mid a, x\right) w(x)$. A natural choice for $W(\omega)$ is to use the ground-state visitation frequencies. For example, if the agent selects actions uniformly at random, this leads to all observations being equally likely, and so $W\left(\omega_{0}\right)=W\left(\omega_{3}\right)=1$ and $W\left(\omega_{1}\right)=w\left(\omega_{2}\right)=0.5$.

In this formulation, the abstract decision process is assumed to be Markov by construction, and $T_{\phi}$ and $R_{\phi}$ are assumed not to depend on the policy or timestep. But this is an oversimplification. The abstract transition dynamics are not Markov; they change depending on how much history is conditioned on: $T_{\phi}\left(z_{A} \mid a_{t}=\right.$ $\left.a_{0}, z_{t}=z_{B}\right)=0.5$, whereas $\operatorname{Pr}\left(z_{A} \mid a_{t}=a_{0}, z_{t}=z_{B}, a_{t-1}=a_{1}, z_{t-1}=z_{A}\right)=1$. By contrast, the ground MDP's dynamics are fully deterministic (and Markov). Clearly, if we define the abstract MDP in this way, it may not match the behavior of the original MDP. ${ }^{10}$ Even worse, if the agent's policy changes—such as during learning-this discrepancy can cause RL algorithms with bounded sample complexity in the ground MDP to make an arbitrarily large number of mistakes in the abstract MDP (Abel et al., 2018).

For the abstract decision process to faithfully simulate the ground MDP's dynamics, $W(\omega)$ must be allowed to vary such that it always reflects the correct ground-state frequencies. Unfortunately, even in the simple example above, maintaining accurate weights for $W(\omega)$ requires keeping track of an unbounded amount of history: if an agent reaches abstract state $z_{B}$ and repeats action $a_{1}$ an arbitrarily large number of times $(N)$, then knowing precisely which ground state it will end up in ( $\omega_{1}$ or $\omega_{2}$ ) requires remembering the abstract state it originally came from $N+1$ steps prior. Successful modeling of the transition dynamics for a subsequent action $a_{0}$ hinges on exactly this distinction between $\omega_{1}$ and $\omega_{2}$. The abstraction introduces partial observability, and to compensate, $W(\omega)$ must be replaced with a belief distribution over ground states, conditioned on the entire history; instead of an abstract MDP, we have an abstract POMDP (Bai et al., 2016). This is especially unsatisfying, not just because learning is challenging in POMDPs (Zhang et al., 2012), but because the block MDP formulation was supposed to avoid precisely this type of partial observability: an abstraction exists (namely $\phi=\sigma^{-1}$ ) that would result in a fully observable abstract MDP, if only the agent knew what it was.

[^6]

Figure 2.8: History abstraction.

In Chapter 3 we will see that it's possible to learn a state abstraction that both reflects the behavior of the underlying ground MDP and preserves the Markov property in the abstract MDP, without ever estimating or maintaining a belief distribution. Our theoretical results leverage inverse dynamics models and contrastive learning to derive conditions under which a state abstraction is Markov. We then adapt these conditions into a corresponding training objective for learning abstractions directly from experiences in the ground MDP.

### 2.3.2 History Abstractions

We will use history abstractions to aid decision making in non-Markov decision processes. As noted earlier, making optimal decisions in partially observable environments may require the agent to condition its behavior on observation histories of unbounded and variable length. History abstractions offer a less cumbersome alternative.

We can view history abstractions in two seemingly opposite ways. In one sense, history abstractions simply apply the same principle as observation abstractions, but generalize the input space from a single observation to an observation sequence. In another sense, history abstractions act like the inverse of observation abstractions: rather than distilling an overly complicated observation space into a more parsimonious one, history abstractions instead augment an impoverished observation space to make it richer. This view constitutes a form of feature augmentation (see Section 2.1.2), though it need not involve a human expert. These two views are mutually compatible, and we will alternate between them based on whichever offers the clearest explanation.

Formally, we define a history abstraction $\mu$ as a memory function mapping from an interaction history $h_{t}=\left(a_{t}, \omega_{t}, a_{t-1}, \omega_{t-1}, \ldots\right)$ to a memory state, $h_{t} \stackrel{\mu}{\mapsto} m_{t+1}$, within a set of possible memory states $\mathcal{M}$, that we use to augment the agent's next observation $\omega_{t+1}$. The agent's behavior is conditioned on this memoryaugmented observation $\left(\omega_{t+1}, m_{t+1}\right)$, rather than on the entire history $h_{t+1}$ or the observation $\omega_{t+1}$ alone. By restricting memories to have a fixed size, we thus avoid problems arising from unbounded and variable-length
histories while still facilitating better decisions.
This model of history abstractions is compatible with simple stateless memory functions like frame-stacking, stateful functions that perform incremental updates to existing memories, history aggregation akin to the aggregations of states discussed in the previous section, and neural networks that implement arbitrarily complicated versions of either. Memory functions combine the most promising aspects of other approaches to generalize reinforcement learning to non-Markov decision processes. Like predictive state representations, they are functions only of observable quantities; like feature augmentation and belief-state approaches, they are functions of the agent's past, not predictions about possible futures. We visualize a simple 2 -state memory function in Figure 4.1b that supports learning an optimal policy for the problems in Figure 4.1a.

But how should an agent learn such a memory function in order to maximize value? How are memory functions and value functions related? In Chapter 4 we will propose one useful way of connecting these concepts. We will use the structure of value functions to both detect when a decision process is non-Markov and subsequently restore the Markov property using memory. We also prove that in so doing, the optimal policy will then be expressible solely in terms of the memory-augmented observations.

### 2.3.3 Action Abstractions

Useful abstractions must ultimately simplify either the agent's inputs or its outputs. Observation and history abstractions deal with inputs; they simplify decision making by either obfuscating or revealing differences between between the agent's observations. Action abstractions deal with outputs; they directly restrict the set of possible decisions under the agent's consideration.

Action abstractions can operate within two distinct time regimes: instantaneously, or over some extended duration. Instantaneous action abstraction simplifies decision making at a single timestep by ruling out unpromising or duplicate actions. Extended action abstraction limits the number of timesteps that require decisions by introducing high-level skills that run until they accomplish some useful objective. The latter is generally more common and is what we will focus on here; however, it is possible to view the world-model abstractions in the next section as an example of the former.

There are many ways to formalize the notion of skills for learning and planning. For a detailed look at skills in the learning setting, see: Sutton et al.'s (1999) framework defining options, or time-extended actions, consisting of preconditions, specialized policies, and termination conditions; and Dayan and Hinton's (1992) feudal reinforcement learning, which constructs sub-agents to which the agent can delegate some of its decisions. Here we will mainly concern ourselves with the planning setting-and black-box planning, in particular-in which we will formalize skills as follows.

We define a planning skill as a macro-action (or simply macro), a deterministic sequence of actions, ${ }^{11}$ typically
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Figure 2.9: Action abstraction.
for the purpose of accomplishing some useful subgoal. To avoid confusion, we often refer to the original non-macro actions as "primitive" actions. Macro-actions have parameters, preconditions, and effects, just like primitive actions, though in black-box planning, we again assume that the planner does not have access to such a declarative description. Instead, when planning with black-box macro-actions, there are two alternatives. Either the world model must be updated to additionally compute macro-action validity and effects in a single step, or alternatively, each primitive action in the macro must be simulated sequentially, with longer macros requiring more world-model queries.

When macro-actions are added to the set of primitive actions, they can reduce search tree depth at the expense of increasing the branching factor. In some cases, this has been shown to improve planning efficiency, particularly when the macro-actions cause the problem's subgoals to become independent (Korf, 1985b). In Chapter 5, we further explore this idea in the context of black-box planning by introducing macros that reflect the problem's factored structure and hence align more closely with the subgoal-independence assumption of the goal-count heuristic.

### 2.3.4 World-Model Abstractions

As general-purpose agents spend time in the world, their internal world model will ideally grow to encompass the various tasks they've encountered. After a while, such a world model may become quite detailed and contain hundreds of skills useful for accomplishing a wide variety of objectives. But the greater the capability of the agent's world model, the greater the cost of planning within it, since new actions increase the branching factor of the search tree. In the previous section, we defined action abstractions that essentially amounted to shortcuts through the search tree. Now we will consider abstractions that remove entire branches.

The vast majority of tasks the agent will face require only a small fraction of its (open-scope) world model. This intuition naturally leads to the concept of world-model abstractions that ignore or remove from consideration all those aspects of the agent's world model not relevant to the task at hand. Given a grounded classical or numeric planning problem, we formally define a world-model abstraction as a simplification of the planning


Figure 2.10: World-model abstraction.
problem that deletes certain actions and/or objects prior to planning. This is essentially a form of instantaneous action abstraction (see Section 2.3.3), since it prevents the planner from selecting actions that were deleted or that involve deleted objects. As with other forms of abstraction, the challenge is to simplify decision making without degrading solution quality. In Chapter 6 we explore several ways to exploit the structure of the agent's task to build world-model abstractions that delete irrelevant information and make planning more efficient while provably preserving optimal plans.

## Chapter 3

## Observation Abstractions


#### Abstract

We make sense of the world intentionally. Faced with chaos, we seek or make the familiar, and build up the world with it. Babies do it, we all do it; we filter out most of what our senses report.


—Ursula K. Le Guin

Reinforcement learning in Markov decision processes with rich observations requires a suitable state representation. Such representations can sometimes emerge as a byproduct of simply doing reinforcement learning with deep neural networks. However, in domains where precise and succinct expert state information is available, agents trained on such expert state features usually outperform agents trained on rich observations. Recent work has sought to close this representation gap by incorporating a wide range of representation-learning objectives that help the agent learn abstract state representations with various desirable properties.

The fundamental structural assumption of the Markov decision process model, and thus the most obvious property to incentivize in a state representation, is the Markov property. Recall that the Markov property holds if and only if the state representation contains enough information to accurately characterize the rewards and transition dynamics of the decision process. Markov decision processes have this property by definition, and most reinforcement learning algorithms depend on having Markov state representations. For instance, the ubiquitous objective of achieving an optimal policy that depends only on the current state is impossible to guarantee without Markov states.

But, as we saw earlier, learned abstract state representations are not necessarily Markov, even when built on top of MDPs. This is due to the fact that abstraction necessarily throws away information. Discard too much information, and the resulting representation cannot accurately characterize the environment. Discard too little, and agents will fail to close the representation gap. Abstraction must balance between ignoring irrelevant information and preserving what is important for decision making.


Figure 3.1: A $6 \times 6$ visual gridworld domain with hidden state $s$ and unknown sensor $\sigma$, where an abstraction function $\phi$ maps each high-dimensional observed state $\omega$ to a lower-dimensional abstract state $z$ (orange circle).

There are several ways to incentivize learning a Markov state representation. If reward feedback is available, an agent can use it to determine which state information is relevant to the task at hand. Alternatively, if the agent can predict ground observations from learned abstract states, then its abstraction preserves all available information, and the Markov property comes along for free. (This assumes ground observations are already Markov, like in a block MDP; we will consider non-Markov observations in the next chapter.) However, these approaches are impractical if rewards are infrequent or non-existent, or observations are sufficiently complex.

In this chapter we will explore a new approach to learning Markov state abstractions. We begin by defining a set of theoretical conditions that are sufficient for an abstraction to retain the Markov property. We next show that these conditions are approximately satisfied by simultaneously training an inverse model to predict the action distribution that explains two consecutive states, and a discriminator to determine whether two given states were in fact consecutive. Our combined training objective (architecture shown in Fig. 3.2) supports learning Markov abstract representations without requiring reward information or observation prediction.

Our method is effective for learning Markov state abstractions that are highly beneficial for decision making. We perform evaluations in two settings with rich, visual observations: a gridworld navigation task (Fig. 3.1) and a set of continuous control benchmarks. In the gridworld, we construct an abstract representation offlinewithout access to reward feedback-that captures the underlying structure of the domain and fully closes the representation gap between visual and expert features. In the control benchmarks, we train the abstraction objective concurrently with (online) reinforcement learning, where it leads to a significant performance improvement over state-of-the-art visual representation learning.

### 3.1 Related Work

### 3.1.1 Bisimulation

The idea of learning Markov state abstractions is related to the concept of bisimulation (Dean and Givan, 1997), the strictest type of state aggregation discussed in Li et al. (2006), where ground states are equivalent if they have exactly the same expected reward and transition dynamics. Preserving the Markov property is a prerequisite for a bisimulation abstraction, since the abstraction must also preserve the (Markov) ground-state


Figure 3.2: Markov abstraction training architecture. A shared encoder $\phi$ maps ground states $\omega, \omega^{\prime}$ to abstract states $z, z^{\prime}$, which are inputs to an inverse dynamics model $I$ and a contrastive model $D$ that discriminates between real $\left(\omega \rightarrow \omega^{\prime}\right)$ and fake ( $\tilde{\omega} \rightarrow \omega^{\prime}$ ) state transitions. The agent's policy $\pi$ depends only on the current abstract state.
transition dynamics. Bisimulation-based abstraction is appealing because, by definition, it leads to high-fidelity representations. But bisimulation is also very restrictive, because it requires an abstraction to be Markov for any policy, even for policies that can't be expressed under the abstraction (i.e. policies not in $\Pi_{\phi}$ ).

Subsequent work on approximate MDP homomorphisms (Ravindran and Barto, 2004) and bisimulation metrics (Ferns et al., 2004; Ferns et al., 2011) relaxed these strict assumptions and allowed ground states to have varying degrees of "bisimilarity." Castro (2020) introduced a further relaxation, $\pi$-bisimulation, which measures the behavioral similarity of states under a policy $\pi$. But whereas full bisimulation can be too strong, since it constrains the representation based on policies the agent may never actually select, $\pi$-bisimulation can be too weak, since if the policy deviates from $\pi$ (e.g. during learning), the metric must be updated, and the representation along with it. Our approach can be thought of as a useful compromise between these two extremes.

While bisimulation-based approaches have historically been computationally expensive and difficult to scale, recent work has started to change that (Castro, 2020; Lehnert and Littman, 2020; van der Pol et al., 2020; Biza et al., 2021). Two recent algorithms in particular, DeepMDP (Gelada et al., 2019) and Deep Bisimulation for Control (DBC) (Zhang et al., 2021), learn approximate bisimulation abstractions by training the abstraction end-to-end with an abstract transition model and reward function. This is a rather straightforward way to learn Markov abstract state representations since it effectively encodes Definition 1 as a loss function.

One drawback of bisimulation-based methods is that learning an accurate model can be challenging and typically requires restrictive modeling assumptions, such as deterministic, linear, or Gaussian transition dynamics. Bisimulation methods may also struggle if rewards are infrequent or if the abstraction must be learned without access to rewards. Jointly training an abstraction $\phi$ with only the transition model $\hat{T}(\phi(x), a) \approx \phi\left(x^{\prime}\right)$ can easily lead to a trivial abstraction like $\phi(x) \mapsto 0$ for all $x$, since $\phi$ produces both the inputs and outputs for the model. Our approach to learning a Markov state abstraction avoids this type of representation collapse without learning a forward model, and is less restrictive than bisimulation, since it is compatible with both reward-free and reward-informed settings.

### 3.1.2 Ground-State Prediction and Reconstruction

Ground-state (or pixel) prediction (Watter et al., 2015; Song et al., 2016; Kaiser et al., 2020) mitigates representation collapse by forcing the abstract state to be sufficient not just for predicting future abstract states, but also future ground states. Unfortunately, in stochastic domains, this comes with the challenging task of estimating probability distributions over the ground state space, and as a result, performance is about on-par with end-to-end deep RL (van Hasselt et al., 2019). Moreover, both pixel prediction and the related task of pixel reconstruction (Mattner et al., 2012; Finn et al., 2016; Higgins et al., 2017; Corneil et al., 2018; Ha and Schmidhuber, 2018; Yarats et al., 2019; Hafner et al., 2020; Lee et al., 2020) are misaligned with the fundamental goal of state abstraction. These approaches train models to perfectly reproduce the relevant ground state, ergo the abstract state must effectively throw away no information. By contrast, the objective of state abstraction is to throw away as much information as possible, while preserving only what is necessary for decision making. Provided the abstraction is Markov and accurately simulates the ground MDP, we can safely discard the rest of the observation.

### 3.1.3 Inverse Dynamics Models

As an alternative to (or in addition to) learning a traditional world model that predicts forward in time, it is sometimes beneficial to learn an inverse model. An inverse dynamics model $I\left(a \mid \omega^{\prime}, \omega\right)$ instead predicts the distribution over actions that could have resulted in a transition between a given pair of states, essentially explaining why the state transition occurred. Inverse models have been used for improving generalization from simulation to real-world problems (Christiano et al., 2016), enabling effective robot motion planning (Agrawal et al., 2016), defining intrinsic reward bonuses for exploration (Pathak et al., 2017; Choi et al., 2019), and decoupling representation learning from rewards (Zhang et al., 2018). But while inverse models often help with representation learning, we show in Sec. 3.2.2 that they are insufficient for ensuring a Markov abstraction.

### 3.1.4 Contrastive Learning

Since the main barrier to effective next-state prediction is learning an accurate forward model, a compelling alternative is contrastive learning (Gutmann and Hyvärinen, 2010), which sidesteps the prediction problem and instead simply aims to decide whether a particular state, or sequence of states, came from one distribution or another. Contrastive loss objectives typically try to distinguish either sequential states from non-sequential ones (Shelhamer et al., 2016; Anand et al., 2019; Stooke et al., 2020), real states from predicted ones (van den Oord et al., 2018), or determine whether two augmented views came from the same or different observations (Laskin et al., 2020b). Contrastive methods learn representations that in some cases lead to empirically substantial improvements in learning performance, but none has explicitly addressed the question of whether the resulting state abstractions actually preserve the Markov property. We are the first to show that without forward model estimation, pixel prediction/reconstruction, or dependence on reward, the specific combination
of inverse model estimation and contrastive learning that we introduce in Section 3.2 is sufficient to learn a Markov state abstraction.

### 3.1.5 Kinematic Inseparability

One contrastive approach which turns out to be closely related to Markov state abstraction is Misra et al.'s (2020) HOMER algorithm, and the corresponding notion of kinematic inseparability (KI) abstractions. Two observations $\omega_{1}^{\prime}$ and $\omega_{2}^{\prime}$ in a block MDP are defined to be kinematically inseparable if $\operatorname{Pr}\left(\omega, a \mid \omega_{1}^{\prime}\right)=\operatorname{Pr}\left(\omega, a \mid \omega_{2}^{\prime}\right)$ and $T\left(\omega^{\prime \prime} \mid a, \omega_{1}^{\prime}\right)=T\left(\omega^{\prime \prime} \mid a, \omega_{2}^{\prime}\right)$ (which the authors call "backwards" and "forwards" KI, respectively). The idea behind KI abstractions is that unless two observations can be distinguished from each other-by either their backward or forward dynamics-they ought to be treated as the same abstract state. The KI conditions are slightly stronger than the ones we describe in Section 3.2, although when we convert our conditions into a training objective in Section 3.3, we additionally satisfy a novel form of the KI conditions, which helps to prevent representation collapse. While our approach works for both continuous and discrete state spaces, HOMER was only designed for discrete abstract states, and requires specifying-in advance-an upper bound on the number of abstract states (which is impossible for continuous state spaces), as well as learning a "policy cover" to reach each of those abstract states (which remains impractical even under discretization). For a more detailed discussion about KI and Markov abstractions, see Appendix A.6.

### 3.1.6 Other Approaches

The Markov property is just one of many potentially desirable properties that a representation might have. Not all Markov representations are equally beneficial for learning; otherwise, simply training an RL agent end-to-end on (frame-stacked) image inputs ought to be sufficient, and none of the methods in this section would need to do representation learning at all.

Smoothness is another desirable property and its benefits in reinforcement learning are well known (Pazis and Parr, 2013; Pirotta et al., 2015; Asadi et al., 2018). Both DeepMDP (Gelada et al., 2019) and DBC (Zhang et al., 2021), which we compare against, utilize Lipschitz smoothness-an upper bound on how quickly a function can change-when learning abstract state representations. We find in Section 3.5 that a simple smoothness objective helps our approach in a similar way. A full investigation of other representation-learning properties (e.g. value preservation (Abel et al., 2016), symbol construction (Konidaris et al., 2018), suitability for planning (Kurutach et al., 2018), information compression (Abel et al., 2019)) is beyond the scope of this dissertation.

Since our approach does not require any reward information and is agnostic as to the underlying RL algorithm, it would naturally complement exploration methods designed for sparse reward problems (Pathak et al., 2017; Burda et al., 2018). Exploration helps to ensure that the experiences used to learn the abstraction cover as much of the ground MDP's state space as possible. In algorithms like HOMER (above) and the more recent

Proto-RL (Yarats et al., 2021), the exploration and representation learning objectives are intertwined, whereas our approach is, in principle, compatible with any exploration algorithm. Here we focus solely on the problem of learning Markov state abstractions and view exploration as an exciting direction for future work.

### 3.2 Markov State Abstractions

Recall that for a state representation to be Markov (whether ground or abstract), it must be a sufficient statistic for predicting the next state and expected reward, for any action the agent selects. The state representation of the ground MDP is Markov by definition, but learned state abstractions typically have no such guarantees. In this section, we introduce conditions that provide the missing guarantees.

Accurate abstract modeling the ground MDP requires replacing the fixed weighting scheme $W(\omega)$ of Section 2.3.1 with a belief distribution, denoted by $B_{\phi}(\omega \mid\{\cdots\})$, that measures the probability of each ground state $\omega$, conditioned on the entire history of agent experiences. Our objective is to find an abstraction $\phi$ such that any amount of history can be summarized with a single abstract state $z$.

When limited to the most recent abstract state $z, B_{\phi}$ may be policy-dependent and non-stationary: ${ }^{1}$

$$
\begin{equation*}
B_{\phi, t}^{\pi}(\omega \mid z):=\frac{\mathbb{1}[\phi(\omega)=z] P_{t}^{\pi}(\omega)}{\sum_{\tilde{\omega} \in z} P_{t}^{\pi}(\tilde{\omega})}, \quad P_{t}^{\pi}(\omega):=\sum_{a \in A} \sum_{\tilde{\omega} \in \Omega} T(\omega \mid a, \tilde{\omega}) \pi_{t-1}(a \mid \tilde{\omega}) P_{t-1}^{\pi}(\tilde{\omega}) \tag{3.1}
\end{equation*}
$$

for $t \geq 1$, where $\mathbb{1}[\cdot]$ denotes the indicator function, $\pi$ is the agent's (possibly non-stationary) behavior policy, and $P_{0}$ is an arbitrary initial state distribution. Note that $P_{t}^{\pi}$ and $B_{\phi, t}^{\pi}$ may still be non-stationary even if $\pi$ is stationary. ${ }^{2}$

We generalize to a $k$-step belief distribution (for $k \geq 1$ ) by conditioning (3.1) on additional history:

$$
\begin{align*}
& B_{\phi, t}^{\pi(k)}\left(\omega_{t} \mid z_{t},\left\{a_{t-i}, z_{t-i}\right\}_{i=1}^{k}\right):= \\
&  \tag{3.2}\\
& \quad \frac{\mathbb{1}\left[\phi\left(\omega_{t}\right)=z_{t}\right] \sum_{\omega_{t-1} \in \Omega} T\left(\omega_{t} \mid a_{t-1}, \omega_{t-1}\right) B_{\phi, t}^{\pi(k-1)}\left(\omega_{t-1} \mid z_{t-1},\left\{a_{t-i}, z_{t-i}\right\}_{i=2}^{k}\right)}{\sum_{\tilde{\omega}_{t} \in z_{t}} \sum_{\tilde{\omega}_{t-1} \in z_{t-1}} T\left(\tilde{\omega}_{t} \mid a_{t-1}, \tilde{\omega}_{t-1}\right) B_{\phi, t}^{\pi(k-1)}\left(\tilde{\omega}_{t-1} \mid z_{t-1},\left\{a_{t-i}, z_{t-i}\right\}_{i=2}^{k}\right)}
\end{align*}
$$

where $B_{\phi, t}^{\pi(0)}:=B_{\phi, t}^{\pi}$. Any abstraction induces a belief distribution, but the latter is only independent of history for a Markov abstraction. We formalize this concept with the following definition.

Definition 2 (Markov State Abstraction). Given an $M D P M=(\Omega, A, R, T, \gamma)$, initial state distribution $P_{0}$, and policy class $\Pi_{C}$, a state abstraction $\phi: \Omega \rightarrow Z$ is Markov if and only if for any policy $\pi \in \Pi_{C}$, $\phi$ induces a belief distribution $B_{\phi}^{\pi}$ such that for all $\omega \in \Omega, z \in Z, a \in A$, and $k \geq 1: B_{\phi, t}^{\pi(k)}\left(\omega \mid z_{t},\left\{a_{t-i}, z_{t-i}\right\}_{i=1}^{k}\right)=$ $B_{\phi, t}^{\pi}\left(\omega \mid z_{t}\right)$.

[^8]In other words, Markov state abstractions induce belief distributions that only depend on the most recent abstract state. This property allows an agent to avoid belief distributions entirely, and base its decisions solely on abstract states. Note that Definition 2 is stricter than Markov state representations (Def. 1). An abstraction that collapses every ground state to a single abstract state still produces a Markov state representation, but for non-trivial ground MDPs it also induces a history-dependent belief distribution.

Given these definitions, we can define the abstract transitions and rewards for the policy class $\Pi_{\phi}$ (see Eqn. (2.3)) as follows: ${ }^{3}$

$$
\begin{align*}
T_{\phi, t}^{\pi}\left(z^{\prime} \mid a, z\right) & =\sum_{\omega^{\prime} \in z^{\prime}} \sum_{\omega \in z} T\left(\omega^{\prime} \mid a, \omega\right) B_{\phi, t}^{\pi}(\omega \mid z)  \tag{3.3}\\
R_{\phi, t}^{\pi}\left(z^{\prime}, a, z\right) & =\sum_{\omega^{\prime} \in z^{\prime}} \sum_{\omega \in z} \frac{R\left(\omega^{\prime}, a, \omega\right) T\left(\omega^{\prime} \mid a, \omega\right)}{T_{\phi, t}^{\pi}\left(z^{\prime} \mid a, z\right)} B_{\phi, t}^{\pi}(\omega \mid z) . \tag{3.4}
\end{align*}
$$

Conditioning the belief distribution on additional history yields $k$-step versions compatible with Definition 1. In the special case where $B_{\phi}(\omega \mid z)$ is stationary and policy-independent (and if rewards are defined over state-action pairs), we recover the fixed weighting function $W(\omega)$ of Li et al. (2006).

### 3.2.1 Sufficient Conditions for a Markov Abstraction

The strictly necessary conditions for ensuring an abstraction $\phi$ is Markov over its policy class $\Pi_{\phi}$ depend on $T$ and $R$, which are typically unknown and hard to estimate due to $\Omega$ 's high-dimensionality. However, we can still find sufficient conditions without explicitly knowing $T$ and $R$. To do this, we require that two quantities are equivalent in $M$ and $M_{\phi}$ : the inverse dynamics model, and a density ratio that we define below. The inverse dynamics model $I_{t}^{\pi}\left(a \mid \omega^{\prime}, \omega\right)$ is defined in terms of the transition function $T\left(\omega^{\prime} \mid a, \omega\right)$ and expected next-state dynamics $P_{t}^{\pi}\left(\omega^{\prime} \mid \omega\right)$ via Bayes' theorem: $I_{t}^{\pi}\left(a \mid \omega^{\prime}, \omega\right):=\frac{T\left(\omega^{\prime} \mid a, \omega\right) \pi_{t}(a \mid \omega)}{P_{t}^{\pi}\left(\omega^{\prime} \mid \omega\right)}$, where $P_{t}^{\pi}\left(\omega^{\prime} \mid \omega\right)=\sum_{\tilde{a} \in A} T\left(\omega^{\prime} \mid \tilde{a}, \omega\right) \pi_{t}(\tilde{a} \mid \omega)$. The same is true of their abstract counterparts, $I_{\phi, t}^{\pi}\left(a \mid z^{\prime}, z\right)$ and $P_{\phi, t}^{\pi}\left(z^{\prime} \mid z\right)$.

Theorem 1. If $\phi: \Omega \rightarrow Z$ is a state abstraction of $\operatorname{MDP} M=(\Omega, A, R, T, \gamma)$ such that for any policy $\pi$ in the policy class $\Pi_{\phi}$, the following conditions hold for every timestep $t$ :

1. Inverse Model. The ground and abstract inverse models are equal: $I_{\phi, t}^{\pi}\left(a \mid z^{\prime}, z\right)=I_{t}^{\pi}\left(a \mid \omega^{\prime}, \omega\right)$, for all $a \in A ; z, z^{\prime} \in Z ; \omega, \omega^{\prime} \in \Omega$, such that $\phi(\omega)=z$ and $\phi\left(\omega^{\prime}\right)=z^{\prime}$.
2. Density Ratio. The ground and abstract next-state density ratios are equal, when conditioned on the same abstract state: $\frac{P_{t}^{\pi}\left(z^{\prime} \mid z\right)}{P_{t}^{\pi}\left(z^{\prime}\right)}=\frac{P_{t}^{\pi}\left(\omega^{\prime} \mid z\right)}{P_{t}^{\pi}\left(\omega^{\prime}\right)}$, for all $z, z^{\prime} \in Z ; \omega^{\prime} \in \Omega$, such that $\phi\left(\omega^{\prime}\right)=z^{\prime}$, where $P_{t}^{\pi}\left(\omega^{\prime} \mid z\right)=\sum_{\tilde{\omega} \in \Omega} P_{t}^{\pi}\left(\omega^{\prime} \mid \tilde{\omega}\right) B_{\phi, t}^{\pi}(\tilde{\omega} \mid z)$, and $P_{t}^{\pi}\left(z^{\prime}\right)=\sum_{\tilde{\omega}^{\prime} \in \Omega} P_{t}^{\pi}\left(\tilde{\omega}^{\prime}\right) B_{\phi, t}^{\pi}\left(\tilde{\omega}^{\prime} \mid z^{\prime}\right)$.

Then $\phi$ is a Markov state abstraction.

[^9]Corollary 1.1. If $\phi: \Omega \rightarrow Z$ is a Markov state abstraction of $M D P M=(\Omega, A, R, T, \gamma)$ over the policy class $\Pi_{\phi}$, then the abstract decision process $M_{\phi}=\left(Z, A, R_{\phi, t}^{\pi}, T_{\phi, t}^{\pi}, \gamma\right)$ is also Markov.

We defer all proofs to Appendix A.4.
Theorem 1 describes a pair of conditions under which $\phi$ is a Markov abstraction. Of course, the conditions themselves do not constitute a training objective-we can only use them to confirm an abstraction is Markov. In Section 3.3, we adapt these conditions into a practical representation learning objective that is differentiable and suitable for learning $\phi$ using deep neural networks. First, we show why the Inverse Model condition alone is insufficient.

### 3.2.2 An Inverse Model Counterexample

The example MDP in Figure 2.7 additionally demonstrates why the Inverse Model condition alone is insufficient to produce a Markov abstraction. Observe that any valid transition between two ground states uniquely identifies the selected action. The same is true for abstract states since the only way to reach $z_{B}$ is via action $a_{1}$, and the only way to leave is action $a_{0}$. Therefore, the abstraction satisfies the Inverse Model condition for any policy. However, as noted in Section 2.3.1, conditioning on additional history changes the abstract transition probabilities, and thus the Inverse Model condition is not sufficient for an abstraction to be Markov. In fact, we show in Appendix A.4.2 that, given the Inverse Model condition, the Density Ratio condition is actually necessary for a Markov abstraction.

### 3.3 Training a Markov State Abstraction

We now present a set of training objectives for approximately satisfying the conditions of Theorem 1. Since the theorem applies for the policy class $\Pi_{\phi}$ induced by the abstraction, we restrict the policy by defining $\pi$ as a mapping from $Z \rightarrow \operatorname{Pr}(A)$, rather than from $\Omega \rightarrow \operatorname{Pr}(A)$. In cases where $\pi$ is defined implicitly via the value function, we ensure that the latter is defined over abstract states.

### 3.3.1 Inverse Models

To ensure the ground and abstract inverse models are equal, we consider a batch of $N$ experiences ( $\omega_{i}, a_{i}, \omega_{i}^{\prime}$ ), encode ground states with $\phi$, and jointly train a model $f\left(a \mid \phi\left(\omega_{i}^{\prime}\right), \phi\left(\omega_{i}\right) ; \theta_{f}\right)$ to predict a distribution over actions, with $a_{i}$ as the label. This can be achieved by minimizing a cross-entropy loss, for either discrete or continuous action spaces:

$$
\mathcal{L}_{I n v}:=-\frac{1}{N} \sum_{i=1}^{N} \log f\left(a=a_{i} \mid \phi\left(\omega_{i}^{\prime}\right), \phi\left(\omega_{i}\right) ; \theta_{f}\right)
$$

Note that because the policy class is restricted to $\Pi_{\phi}$, if the policy is stationary and deterministic, then $I_{\phi, t}^{\pi}\left(a \mid z^{\prime}, z\right)=\pi_{\phi}(a \mid z)=\pi(a \mid \omega)=I_{t}^{\pi}\left(a \mid \omega^{\prime}, \omega\right)$ and the Inverse Model condition is satisfied trivially. Thus we expect $\mathcal{L}_{\text {Inv }}$ to be most useful for representation learning when the policy has high entropy or is changing rapidly, such as during early training.

### 3.3.2 Density Ratios

The second condition, namely that $\frac{P_{\phi, t}^{\pi}\left(z^{\prime} \mid z\right)}{P_{\phi, t}^{\pi}\left(z^{\prime}\right)}=\frac{P_{t}^{\pi}\left(\omega^{\prime} \mid z\right)}{P_{t}^{\pi}\left(\omega^{\prime}\right)}$, means we can distinguish conditional samples from marginal samples equally well for abstract states or ground states. This objective naturally lends itself to a type of contrastive loss. We generate a batch of $N$ sequential ground state pairs $\left(\omega_{i}, \omega_{i}^{\prime}\right)$ as samples of $\operatorname{Pr}\left(\omega^{\prime} \mid \omega\right)$, and a batch of $N$ non-sequential pairs $\left(\tilde{\omega}_{i}, \omega_{i}^{\prime}\right)$ as samples of $\operatorname{Pr}\left(\omega^{\prime}\right)$, where the latter pairs can be obtained, for example, by shuffling the $\omega_{i}$ states in the first batch. We assign positive labels $\left(y_{i}=1\right)$ to sequential pairs and negative labels to non-sequential pairs. This setup, following the derivation of Tiao (2017), allows us to write density ratios in terms of class-posterior probabilities: $\delta\left(\omega^{\prime}\right):=\frac{\operatorname{Pr}\left(\omega^{\prime} \mid \omega\right)}{\operatorname{Pr}\left(\omega^{\prime}\right)}=\frac{p\left(y=1 \mid \omega, \omega^{\prime}\right)}{1-p\left(y=1 \mid \omega, \omega^{\prime}\right)}$ and $\delta_{\phi}\left(z^{\prime}\right):=\frac{\operatorname{Pr}\left(z^{\prime} \mid z\right)}{\operatorname{Pr}\left(z^{\prime}\right)}=\frac{q\left(y=1 \mid z, z^{\prime}\right)}{1-q\left(y=1 \mid z, z^{\prime}\right)}$, where $p$ and $q$ are just names for specific probability distributions. ${ }^{4}$ We jointly train an abstraction $\phi$ and a classifier $g\left(y \mid \phi\left(\omega^{\prime}\right), \phi(x) ; \theta_{g}\right)$, minimizing the cross-entropy between predictions and labels $y_{i}$ :

$$
\mathcal{L}_{\text {Ratio }}:=-\frac{1}{2 N} \sum_{i=1}^{2 N} \log g\left(y=y_{i} \mid \phi\left(\omega_{i}^{\prime}\right), \phi\left(\omega_{i}\right) ; \theta_{g}\right)
$$

In doing so, we ensure $g$ approaches $p$ and $q$ simultaneously, which drives $\delta_{\phi}\left(z^{\prime}\right) \rightarrow \delta\left(\omega^{\prime}\right)$.
Note that this is stronger than the original Inverse Model condition, which only required the ratios to be equal in expectation. This stronger objective, when combined with the inverse loss, actually encodes a novel form of the kinematic inseparability conditions from Section 3.1.5, which further helps to avoid representation collapse. (See Appendix A. 6 for more details.)

### 3.3.3 Smoothness

Given a Markov state abstraction $\phi$, we can always generate another abstraction $\phi^{\prime}$ by adding a procedural reshuffling of the $\phi$ representation's bits. Since the $\phi^{\prime}$ representation contains all the information that was in the original representation, $\phi^{\prime}$ is also a Markov state abstraction. However, the new representation may be highly inefficient for learning.

To demonstrate this, we ran an experiment where we optionally relabeled the positions in the $6 \times 6$ gridworld domain, and trained two agents: one using the smooth, true $(x, y)$ positions, and one using the non-smooth, relabeled positions. Although both representations are Markov, and contain exactly the same information, we observe that the agent trained on the non-smooth positions performed significantly worse (see Figure 3.3).

[^10]

Figure 3.3: Mean episode reward for the $6 \times 6$ gridworld navigation task, comparing original $(x, y)$ position with rearranged $(x, y)$ position. ( 300 seeds; 5 -point moving average; shaded regions denote $95 \%$ confidence intervals).

To improve robustness and encourage our method to learn smooth representations like those discussed in Section 3.1.6, we optionally add an additional term to our loss function:

$$
\mathcal{L}_{\text {Smooth }}:=\left(\operatorname{ReLU}\left(\left\|\phi\left(\omega^{\prime}\right)-\phi(\omega)\right\|_{2}-d_{0}\right)\right)^{2}
$$

This term penalizes consecutive abstract states for being more than some predefined distance $d_{0}$ away from each other, thereby encouraging representations to have a high degree of smoothness in addition to being Markov. This approach is similar to the temporal coherence loss proposed by Jonschkowski and Brock (2015).

### 3.3.4 Markov Abstraction Objective

We generate a batch of experiences using a mixture of abstract policies $\pi_{i} \in \Pi_{C} \subseteq \Pi_{\phi}$ (for example, with a uniform random policy), then train $\phi$ end-to-end while minimizing a weighted combination of the inverse, ratio, and smoothness losses:

$$
\mathcal{L}_{\text {Markov }}:=\alpha \mathcal{L}_{\text {Inv }}+\beta \mathcal{L}_{\text {Ratio }}+\eta \mathcal{L}_{\text {Smooth }}
$$

where $\alpha, \beta$, and $\eta$ are coefficients that compensate for the relative difficulty of minimizing each individual objective for the domain in question.

The Markov objective avoids the problem of representation collapse without requiring reward information or ground state prediction. A trivial abstraction like $\phi(\omega) \mapsto 0$ would not minimize $\mathcal{L}_{\text {Markov }}$, because it contains no useful information for predicting actions or distinguishing authentic transitions from manufactured ones.

### 3.4 Offline Abstraction Learning for Visual Gridworlds

First, we evaluate our approach for learning an abstraction offline for a visual gridworld domain (Fig. 3.1). Each discrete $(x, y)$ position in the $6 \times 6$ gridworld is mapped to a noisy image (see Appendix A.7). We emphasize that the agent only sees these images; it does not have access to the ground-truth $(x, y)$ position. The agent gathers a batch of experiences in a version of the gridworld with no rewards or terminal states, using a uniform random exploration policy over the four directional actions.

Prior to any reinforcement learning, the agent uses these experiences to train an abstraction function $\phi_{M a r k o v}$, by minimizing $\mathcal{L}_{\text {Markov }}$ (with $\alpha=\beta=1, \eta=0$ ). We visualize the learned 2-D abstract state space in Figure 3.4 (top row) and compare against ablations that train with only $\mathcal{L}_{\text {Inv }}$ or $\mathcal{L}_{\text {Ratio }}$, as well as against two baselines that we train via pixel prediction and reconstruction, respectively (see Appendix A. 9 for additional training runs). We observe that $\phi_{\text {Markov }}$ and $\phi_{\text {Inv }}$ cluster the noisy observations and recover the $6 \times 6$ grid structure, whereas the others do not generally have an obvious interpretation. We also observed that $\phi_{\text {Ratio }}$ and $\phi_{\text {Autoenc }}$ frequently failed to converge.

Next we froze these abstraction functions and used them to map images to abstract states while running reinforcement learning on the resulting features (specifically using deep Q-networks, DQN; see Mnih et al. (2015)). We measured the learning performance of each pre-trained abstraction, as well as that of end-to-end deep reinforcement learning with no pretraining. We plot learning curves in Figure 3.5. For reference, we also include performance comparisons with a uniform random policy and learning from ground-truth $(x, y)$ position with no abstraction.

Markov state abstractions match the performance of ground-truth position, and beat every other learned representation except $\phi_{I n v}$. Note that while $\phi_{M a r k o v}$ and $\phi_{I n v}$ perform similarly in this domain, there is no reason to expect $L_{I n v}$ to work on its own for other domains, since it lacks the theoretical motivation of our combined Markov loss. When the combined loss is minimized, the Markov conditions are satisfied. But even if the inverse loss goes to zero on its own, the counterexample in Section 3.2.2 demonstrates that this is insufficient to learn a Markov state abstraction.

### 3.5 Online Abstraction Learning for Continuous Control

Next, we evaluate our approach in an online reinforcement learning setting for a collection of image-based, continuous control tasks from the DeepMind Control Suite (Tassa et al., 2020). Our training objective is agnostic about the underlying RL algorithm, so we use as our baseline the state-of-the-art technique that combines Soft Actor-Critic (SAC) (Haarnoja et al., 2018) with random data augmentation (RAD) (Laskin et al., 2020a). We initialize a replay buffer with experiences from a uniform random policy, as is typical, but before training with RL, we use those same experiences with reward information removed to pretrain a Markov


Figure 3.4: Visualization of learning progress for 2-D state abstractions in the $6 \times 6$ visual gridworld domain. Each row displays selected times (after $1,100,200,700,3 \mathrm{~K}, 10 \mathrm{~K}$, and 30 K steps, progressing from left to right) of a different abstraction learning method (top to bottom): $\mathcal{L}_{\text {Markov }} ; \mathcal{L}_{\text {Inv }}$ only; $\mathcal{L}_{\text {Ratio }}$ only; autoencoder; pixel prediction. Each point encodes a single observation. Color denotes ground-truth $(x, y)$ position, which is not shown to the agent.


Figure 3.5: Mean episode reward for the visual gridworld navigation task. Markov abstractions significantly outperform end-to-end training with visual inputs, and match the performance of the expert $(x, y)$ position features. ( 300 seeds; 5 -point moving average; shaded regions denote $95 \%$ confidence intervals.)


Figure 3.6: Mean episode reward vs. environment steps for DeepMind Control. Adding our Markov objective leads to improved learning performance. (10 seeds; 5-point moving average; shaded regions denote $90 \%$ confidence intervals; learning curve data is available at the linked code repository.)
abstraction. We then continue training with the Markov objective alongside traditional RL. (See Appendix A. 8 for implementation details).

In Figure 3.6, we compare against an unmodified reinforcement learner (RAD), as well as contrastive methods CURL (Laskin et al., 2020b) and CPC (van den Oord et al., 2018), bisimulation methods DeepMDP (Gelada et al., 2019) and DBC (Zhang et al., 2021), and pixel-reconstruction method SAC-AE (Yarats et al., 2019). As a reference, we also include non-visual SAC with expert features. All methods use the same number of environment steps (the experiences used for pretraining are not additional experiences).

Relative to the unmodified agent (RAD), our method learns faster on four domains and slower on one, typically achieving the same final performance (better in one, worse in one). It performs even more favorably relative to the other baselines, of which CURL is most similar to our method, since it combines contrastive learning with data augmentation similar to that of RAD. ${ }^{5}$ Our approach even represents a marginal improvement over a hypothetical "best of" oracle that always chooses the best performing baseline. These experiments show

[^11]that when a uniform random policy is insufficient to cover the full state space, the agent can continue to refine its abstract representation using online reward information. Here we see further evidence that explicitly encouraging Markov state abstractions improves learning performance over state-of-the-art image-based RL.

### 3.6 Conclusion

In this chapter, we described a principled approach to learning abstract state representations that provably results in Markov abstract states, and which does not require estimating transition dynamics nor ground-state prediction. We defined what it means for a state abstraction to be Markov while ensuring that the abstract MDP accurately reflects the dynamics of the ground MDP, and introduced sufficient conditions for achieving such an abstraction. We adapted these conditions into a practical training objective that combines inverse model estimation and contrastive learning to simultaneously explain state transitions and distinguish real transitions from fake ones. Our approach learns abstract state representations, with or without reward information, that capture the Markov structure of the underlying domain and substantially improve learning performance over existing approaches. This chapter relied heavily on the block MDP assumption to guarantee that observations were themselves Markov states. In the next chapter, we will remove that assumption and consider general decision processes with non-Markov observations.

## Chapter 4

## History Abstractions

If you don't know history, it is as if you were born yesterday.
-Howard Zinn

Recall that the Markov assumption has several desirable implications. First, the transition and reward functions have fixed-sized inputs and are therefore easy to parameterize, learn, and reuse. Second, it follows that the policy $\pi$ need only reactively map from states to actions: $\pi: \mathcal{S} \rightarrow \mathcal{A}$, again resulting in a function with a fixed-sized input; similarly for the corresponding value functions $V_{\pi}(s)$ and $Q_{\pi}(s, a)$, which are the most common targets for learning. Finally, if the Markov property holds then so does the Bellman equation (2.1), the core equation underlying temporal difference methods, and the foundation upon which the vast majority of reinforcement learning solution methods rest (Sutton and Barto, 2018).

Let us now turn our attention to the more realistic problem of reinforcement learning in non-Markov decision processes (henceforth simply decision processes) like the ones in Figure 4.1a. Without some way of accessing the latent state $\mathcal{S}$ governing the behavior of the system, all the relevant functions-transition dynamics $T$, rewards $R$, policy $\pi$, and value functions $V$ and $Q$-depend on the agent's entire interaction history $h_{t}$. Additionally, the Bellman equation can no longer be expected to hold, leaving the technical appropriateness of most reinforcement learning algorithms uncertain.

History abstraction (see Fig. 4.1b) offers an alternative to learning with unbounded and variable-length histories, but how should we learn a good memory function? As with observation abstractions, the dominant strategy is to allow memory functions to simply emerge over time via end-to-end reinforcement learning with neural networks (Kapturowski et al., 2018). While this can often be effective, there is usually no guarantee that the memory function will be in any way optimal.

In this chapter, we explore a new method for learning memory functions. We introduce the $\lambda$-discrepancy, the


Figure 4.1: (a) Cheese Maze (left) and Bakker's T-Maze (right), examples of non-Markov decision processes. The agent must navigate through the environment but can only distinguish squares by their color. The agent will more easily reach the goal (cheese; G) and receive positive reward if it can remember at purple squares whether it previously saw a blue or a red observation. G, X, and cheese are terminal states. (b) A memory function, expressed as a finite state machine, that tests whether a blue or a red observation was observed more recently.
difference between the return predicted by temporal difference learning and a Monte Carlo value estimate, or more generally between $\operatorname{TD}(\lambda)$ with two different values for $\lambda$. These quantities are equal for Markov decision processes, but, crucially, different in general decision process. We prove that the $\lambda$-discrepancy can be used to reliably identify non-Markov reward or transition dynamics, and propose to use it as a loss function in memory optimization, a process where memory functions are optimized to minimize the $\lambda$-discrepancy. We empirically demonstrate that using the $\lambda$-discrepancy can effectively achieve high performance in general decision processes.

### 4.1 Learning Memory via the $\lambda$-Discrepancy

A memory function allows the agent to define a memory-augmented policy $\pi_{\mu}:(\Omega \times M) \rightarrow A$, which naturally leads to memory-augmented value functions $V_{\pi, \mu}:(\Omega \times M) \rightarrow \mathbb{R}$ and $Q_{\pi, \mu}:(\Omega \times M) \times A \rightarrow \mathbb{R}$. These augmented value functions ideally should reflect the expected return under policy $\pi_{\mu}$. Unfortunately, the memory-augmented analogs of the Bellman equation (2.1) do not converge to the expected return unless $\Omega \times M$ forms a Markov state; in general, the fixed point is biased. We aim to learn a memory function to minimize this bias, which we write in terms of mean-squared action-value error $\Delta_{Q}$ :

$$
\begin{equation*}
\Delta_{Q}:=\mathbb{E}_{h \sim \pi_{\mu}}\left[\sum_{\omega \in \Omega} O(\omega \mid h)\left(Q_{\pi}(\omega, a)-\hat{Q}_{\pi, \mu}(\omega, a, h)\right)^{2}\right] \tag{4.1}
\end{equation*}
$$

where $Q_{\pi}(\omega, a)$ is the expected return taking action $a$ after observation $\omega$ under policy $\pi$, and $\hat{Q}_{\pi, \mu}(\omega, a, h)$ estimates that return by first computing a memory state $m=\mu(h)$ and then estimating an action-value function $\hat{Q}_{\pi, \mu}(\omega, m)$. We also consider the corresponding value error $\Delta_{V}=\mathbb{E}_{\pi}\left[\Delta_{Q}\right]$.

In Section 2.1.1 we introduced two popular approaches for estimating value functions: Monte Carlo (MC) methods and temporal difference (TD) methods. While these methods have the same fixed point in Markov decision processes, the same does not hold for general decision processes. Moreover, the difference between their estimates is strikingly reminiscent of the action-value error of Eq. (4.1), as we will see below.

MC forms an estimate by directly averaging samples of the return:

$$
\hat{Q}_{\pi}^{M C}(\omega, a):=\mathbb{E}_{\pi}\left[G_{t} \mid \omega_{t}=\omega, a_{t}=a\right] \approx \frac{1}{N} \sum_{i=1}^{N} G_{t}^{(i)}\left[\omega_{t}=\omega, a_{t}=a\right]
$$

where the expectation is approximated by sampling entire trajectories under the policy. This is an unbiased estimator of $Q_{\pi}(\omega, a)$. Meanwhile, temporal difference (TD) methods estimate a value function recursively by bootstrapping off of an existing estimate:

$$
\hat{Q}_{\pi}^{T D}(\omega, a):=\mathbb{E}_{\pi, T_{\phi}}\left[R_{t}+\gamma \hat{Q}_{\pi}^{T D}\left(\omega^{\prime}, a^{\prime}\right)\right]
$$

and this is computed in practice by repeatedly setting $\hat{Q}_{\pi}^{T D}(\omega, a) \leftarrow R_{t}+\gamma \hat{Q}_{\pi}^{T D}\left(\omega^{\prime}, a^{\prime}\right)$.
The TD estimator implicitly includes the Markov assumption: the substitution of $\hat{Q}_{\pi}^{T D}\left(\omega^{\prime}, a^{\prime}\right)$ in place of $G_{t+1}$ assumes that conditioning on $\left(\omega^{\prime}, a^{\prime}\right)$ is sufficient for characterizing the distribution of future returns. TD learns a biased estimate of value because it averages over all trajectories consistent with the observation-action pair $\left(\omega^{\prime}, a^{\prime}\right)$, regardless of whether they are compatible with the preceding experiences. By contrast, the MC estimator computes expected return using the remainder of the actual, realized trajectory, and is unbiased. ${ }^{1}$ If we take the interpretation that TD is our estimator, and MC is a sample of the return, then the squared difference between TD and MC provides us with an unbiased estimate of the mean-squared action-value error of Eq. (4.1).

While MC is unbiased, it is rarely used in practice because of its high variance. Meanwhile, TD has lower variance, but converges to the wrong fixed point. Hybrid approaches like the $\operatorname{TD}(\lambda)$ estimator smoothly interpolate between $\operatorname{TD}(\lambda=0)$ and $\mathrm{MC}(\lambda=1)$ and offer a nice middle ground; however, all estimators in this family except $\lambda=1$ implicitly include the Markov assumption, with the severity of its impact controlled by $\lambda$.

Instead of tuning $\lambda$ to find an acceptable balance of bias and variance, we instead propose a learning signal for any memory function that removes the bias of TD entirely. This learning signal compares estimates generated by $\operatorname{TD}(\lambda)$ for two different values of $\lambda$. The mismatch between these estimates is a reliable indicator of when an augmented observation space $\Omega \times M$ is non-Markov.

Our analysis models the decision process as a POMDP. Given a reactive policy $\pi, \operatorname{TD}(\lambda)$ in that setting converges to:

$$
\begin{equation*}
Q_{\pi}^{\lambda}=W\left(I-\gamma T\left(\lambda \Pi^{S}+(1-\lambda) \Phi W^{\Pi}\right)\right)^{-1} R^{S A} \tag{4.2}
\end{equation*}
$$

where $Q_{\pi}^{\lambda}$ is an $\Omega \times A$ matrix, and the right hand side is comprised of the following multi-dimensional arrays, or tensors: state weights $W(\Omega \times S)$ containing probabilities $\operatorname{Pr}(s \mid \omega)$; identity $I$ (an $S \times A \times S \times A$ tensor with $\left.I_{s a s^{\prime} a^{\prime}}=\delta_{s s^{\prime}} \delta_{a a^{\prime}}\right)$; latent transition dynamics $T(S \times A \times S)$; effective policy over latent states $\Pi^{S}$ $(S \times S \times A)$; observation function ${ }^{2} \Phi(S \times \Omega)$ containing probabilities $\operatorname{Pr}(\omega \mid s)$; state-action weights $W^{\Pi}$

[^12]$(\Omega \times S \times A)$ containing probabilities $\operatorname{Pr}(s, a \mid \omega)$; and latent rewards $R^{S A}(S \times A)$. Each product between tensors contracts the adjacent indices, e.g. for tensors $A$ and $B,(A B)_{i j l m}=\sum_{k} A_{i j k} B_{k l m}$ with the exception of the product involving $R^{S A}$, which contracts two indices. This derivation is given in Appendix B.1, and follows the Markov version by Sutton (1988).

### 4.1.1 The $\lambda$-Discrepancy

It is well known that when the POMDP is fully observable (ie. it is an MDP), all $\operatorname{TD}(\lambda)$ estimators converge to the same Q-function. However, in the partially observable case, we expect a discrepancy between Q-values for two different $\lambda$ parameters due to the implicit Markov assumption in $\operatorname{TD}(\lambda)$. We call this difference the $\lambda$-discrepancy.

Definition 3. The $\lambda$-discrepancy $\Delta Q_{\pi}^{\lambda_{1}, \lambda_{2}}$ is the difference between two action-value functions estimated by $T D(\lambda)$ using different values of $\lambda$ :

$$
\Delta Q_{\pi}^{\lambda_{1}, \lambda_{2}}:=\left\|Q_{\pi}^{\lambda_{1}}-Q_{\pi}^{\lambda_{2}}\right\| .
$$

In this work, we investigate this as a measure of non-Markovness and learning signal for resolving partial observability. A useful property of this objective function is that $\lambda$-discrepancy is 0 in the fully observable setting. Given that this difference is only present in partially observable environments, it could also be a useful measure and objective for reducing partial observability. For POMDPs, we would expect this measure to be non-zero. This brings us to the following theorem:

Theorem 2. For any POMDP and for any fixed $\lambda$ and $\lambda^{\prime}$, either $\Delta Q_{\pi}^{\lambda, \lambda^{\prime}} \neq 0$ for almost all policies $\pi$ or $\Delta Q_{\pi}^{\lambda, \lambda^{\prime}}=0$ for all policies $\pi$.

Proof sketch: We formulate the $\lambda$-discrepancy as a function from row-stochastic matrices, the set of matrices whose rows sum to 1 , to the reals to show that the $\lambda$-discrepancy either vanishes at all policies or is nonzero for almost all policies. The full proof is shown in Appendix B.2.

This theorem suggests that if the $\lambda$-discrepancy is non-zero for some policy $\pi$, then the $\lambda$-discrepancy is a measure of partial observability and could be used as a learning signal to resolve partial observability. While the almost all condition may seem problematic, these policies are measure zero in the space of all policies, and can be avoided by small perturbations (for instance, with an $\epsilon$-greedy policy).

We now consider when the $\lambda$-discrepancy is 0 for all policies, and show that these POMDPs either have Markov observations or come from a very narrow set of uninteresting POMDPs.

### 4.1.2 When is the $\lambda$-discrepancy zero?

To analyze the case in Theorem 2 where the $\lambda$-discrepancy is 0 for all policies, we consider the analytical version of Definition 3:

$$
\begin{equation*}
\Delta Q_{\pi}^{\lambda_{1}, \lambda_{2}}=W\left(A_{\pi}^{\lambda_{1}}-A_{\pi}^{\lambda_{2}}\right) R^{S A}, \quad \text { where } A_{\pi}^{\lambda}=\left(I-\gamma T\left(\lambda \Pi^{S}+(1-\lambda) \Phi W^{\Pi}\right)\right)^{-1} \tag{4.3}
\end{equation*}
$$

The only ways for this to be zero are either when the difference term $A_{\pi}^{\lambda_{1}}-A_{\pi}^{\lambda_{2}}$ is zero (which we will show implies Markov observations), or in the unlikely event that this difference term is projected away by the outer terms $W$ and/or $R^{S A}$. We first consider when the two inner terms-which are the only terms that depend on $\lambda$-are equal, i.e.:

$$
\begin{equation*}
A_{\pi}^{\lambda_{1}}=A_{\pi}^{\lambda_{2}} . \tag{4.4}
\end{equation*}
$$

In this case the system is a block MDP, where each observation can be produced by only one unique state. This results in a $\lambda$-discrepancy of 0 :

Lemma 4.1.1. For any POMDP and any $\lambda, \lambda^{\prime}$, Equation 4.4 holds if and only if the system is a block MDP.

Proof: See Appendix B.3.
Finally, we consider POMDPs where the difference between $A_{\pi}^{\lambda}$ is projected away by the outer terms $W$ and $R^{S A}$. To see how a $\lambda$-discrepancy of 0 is unlikely in this case, we first expand Equation 4.2 as a power series

$$
\begin{aligned}
& Q_{\pi}^{\lambda}=W R^{S A}+\gamma W T\left(\lambda \Pi^{S}+(1-\lambda) \Phi W^{\Pi}\right) R^{S A}+ \\
& \quad \gamma^{2} W T\left(\lambda \Pi^{S}+(1-\lambda) \Phi W^{\Pi}\right) T\left(\lambda \Pi^{S}+(1-\lambda) \Phi W^{\Pi}\right) R^{S A}+\ldots,
\end{aligned}
$$

and consider when $\left\|Q_{\pi}^{\lambda_{1}}-Q_{\pi}^{\lambda_{2}}\right\|$ is zero. This would require cancellation of the terms between the two power series. One simple case of this cancellation is when $\lambda=0$ and $\lambda^{\prime}=1$. We can group the power series expansion by $\gamma^{n}$ coefficients:

$$
\begin{aligned}
\left\|Q_{\pi}^{0}-Q_{\pi}^{1}\right\| & =\gamma\left(W T \Pi^{S} R^{S A}-W T \Phi W^{\Pi} R^{S A}\right) \\
& +\gamma^{2}\left(W T \Pi^{S} T \Pi^{S} R^{S A}-W T \Phi W^{\Pi} T \Phi W^{\Pi} R^{S A}\right)+\ldots
\end{aligned}
$$

Setting each bracketed term to 0 , this results in a contrived POMDP where the expected reward at each time step is equal to the expected rewards given Markovian observation rollouts. This leads to the following lemma.

Lemma 4.1.2. For any POMDP, $\Delta Q_{\pi}^{0,1}=0$ iffor all initial observations $o^{0}$, actions $a^{0}$, and horizons $T$,

$$
\mathbb{E}\left(r^{T} \mid \omega^{0}, a^{0}\right)=\sum_{\omega^{1}, \ldots, \omega^{T}} \mathbb{E}\left(r^{T} \mid \omega^{T}\right) \mathbb{P}\left(\omega^{1} \mid \omega^{0}, a^{0}\right) \prod_{t=1}^{T-1} \mathbb{P}\left(\omega^{t+1} \mid \omega^{t}\right)
$$

Proof: See Appendix B.4.

More generally, other forms of cancellations are also possible, but also unlikely. This would require the difference of two power series to exactly cancel out for two different values of $\lambda$. In addition, this condition has to hold for all policies $\pi$. While it may be possible for a POMDP to exhibit these conditions, this narrow set of POMDPs are exceedingly unlikely-none of the POMDPs introduced in the following experimental sections exhibit this property, and finding an example where these conditions are true has proven to be difficult. Through Theorem 2 and analyzing redundant or unlikely cases where $\lambda$-discrepancy is 0 , we conclude that the $\lambda$-discrepancy is very likely to be a useful measure for measuring and reducing partial observability. Theorem 2 also implies that if lambda discrepancy is non-zero, minimizing it with respect to some memory function will result in memory-augmented observations that are Markov. It is also a promisingly practical training objective, since it relies on the very value functions that form the foundation of most RL methods and for which many well-developed learning algorithms exist. In the next section, we demonstrate the efficacy of the $\lambda$-discrepancy in reducing partial observability in well-known problems, and show how to use it as an objective function for learning memory functions.

### 4.2 Memory Optimization

In this section we show that minimizing the $\lambda$-discrepancy with respect to a memory function resolves partial observability, allowing for optimal policies with higher returns, in both the learning and the planning settings. We begin with describing the analytical version of the memory optimization algorithm for the planning setting in which the agent has access to the ground-truth MDP dynamics (latent transition function $T$, latent reward $R^{S A}$, observation function $\Phi$ ). The agent minimizes the $\lambda$-discrepancy through analytical gradients and optimizes a policy to maximize returns. Next, we describe a sample-based version of the algorithm in the learning setting in which the agent does not have access to this information and instead must compete with existing RNN-based solutions. We empirically show that memory functions learnt through minimizing $\lambda$-discrepancy reduce partial observability in a wide array of small partially observable environments and increase optimal policy performance in both the planning and learning settings.

### 4.2.1 Analytical Memory Optimization

To show the efficacy of using the $\lambda$-discrepancy as a signal for reducing partial observability, we first describe an analytical algorithm which calculates and optimizes, in closed form, the $\lambda$-discrepancy with respect to a parameterized memory function and policy. We do this by augmenting the original POMDP with a memory Cartesian product of the POMDP and our memory function. Full details of this theoretical MDP augmentation are elaborated in Appendix B.6.1, and the practical implementation is in B.6.3. We label action-value functions over observations and memory as $Q_{\pi_{\mu}}^{\lambda}$.

With our memory augmented value functions, together with Definition 3, we can define a concrete $\lambda$ discrepancy measure we are seeking to minimize:

$$
\begin{equation*}
\Delta Q_{\pi_{\mu}}^{0,1}:=\left\|Q_{\pi_{\mu}}^{0}-Q_{\pi_{\mu}}^{1}\right\|_{\pi_{\mu}, 2} \tag{4.5}
\end{equation*}
$$

where $\|\cdot\|_{\pi_{\mu}, 2}$ is the $L_{2}$ norm weighted by policy $\pi_{\mu}$. We note that other norms (such as $L_{1}$-norm) or other weightings for each observation could be used as a measure of $\lambda$-discrepancy. We discuss our choice of observation weighting in Appendix B.5.

One issue with this objective is that memory augments both value functions for the two different $\lambda \mathrm{s}$. This amounts to trying to optimize two value functions to be closer together - an objective function with two constantly moving targets. Instead, in this work we consider an optimization objective more akin to loss functions with a fixed target. We consider the mean-squared action-value error over observations between a target, the Monte-Carlo returns over observations $Q_{\pi}^{1}$, and the $\operatorname{TD}(0)$ estimator which we call $\hat{Q}_{\pi}^{0}$, and take the gradient with respect to this objective:

$$
\begin{equation*}
\nabla_{\theta_{\mu}} \Delta Q_{\pi}^{0,1}=\nabla_{\theta_{\mu}}\left\|\hat{Q}_{\pi}^{0}-Q_{\pi}^{1}\right\|_{\pi, 2} \tag{4.6}
\end{equation*}
$$

where $\hat{Q}_{\pi}^{0}=\sum_{m \in M} p(m \mid \cdot) \hat{Q}_{\pi_{\mu}}^{0}$ is the weighted sum of memory-augmented $\operatorname{TD}(0)$ action-value functions, and $p(m \mid \cdot)$ is the probability of seeing some memory state conditioned over each observation. This formulation of the objective function looks to explicitly minimize the TD bias introduced in Section 4.1 and Equation (4.1). It keeps the Monte-Carlo action-value function fixed and independent of memory, and only updates the memory-dependent $\mathrm{TD}(0)$ action-value function.

In the following sections, we present analytical results on partially observable environments, where the gradient of this objective function is calculated analytically with respect to the ground-truth dynamics of the environment. To calculate this gradient analytically, we can use any auto-differentiation package. In this work, we use the JAX package (Bradbury et al., 2018) to efficiently do so.

### 4.2.1.1 Learning Memory Functions

As a case study, we consider the classic partially observable environment Bakker's T-Maze, shown in Figure 4.1a, as an example of memory learning. Figure 4.2a shows one of the potential memory functions learnt with the above gradient calculations. This memory function was learnt with a fixed policy, as shown in the same figure: the agent always traverses to the right until it reaches the end of the hallway, and at the T-junction picks the up action with probability $\frac{2}{3}$, or down otherwise. To learn the memory function, we repeatedly calculate gradients and use them as updates to our memory function until $\lambda$-discrepancy is minimized. In this setting, the learnt memory function allows the agent to represent its ground-truth state optimal policy: the function toggles the memory state according to the agent's initial observation of whether the goal is in the north or south end of the T-junction. For the corridor observations, $\mu$ is the identity function, which allows the agent to remember the initial observation at the T-junction. Appendix B.6.2 elucidates further environment and experimental details. We call the above process of descending the $\lambda$-discrepancy gradient


Figure 4.2: (a) Learnt policies (top) and memory functions (bottom) for Cheese Maze (left) and T-maze (right), using analytical memory optimization. Split squares denote observation- or memory-dependent behavior. Memory operations ,$+-\neg$ (unused), and $=$ respectively set, reset, negate, and retain the memory bit. (b) Results for analytical memory optimization. Performance is normalized between a belief state policy (learned with a POMDP solver (Cassandra, 2003)) and a random policy performance. Performance is calculated as the analytical average value weighted by the start state distribution. Error bars are standard error of the mean over 30 seeds.
to convergence memory improvement. With this memory-learning mechanism in place, we can utilize these learnt memory functions to augment the agent's observations. In the following sections, we present analytical results demonstrating the efficacy of these learnt memory function to resolve partial observability and improve the agent's policy. We compare policy improvement over the original partially observable environment and one in which observations are augmented using the learnt memory function.

### 4.2.1.2 Analytical Memory Optimization Planning Experiments

We present results for a number of classic partially observable environments, including Bakker's T-maze, the Tiger Problem Cassandra et al., 1994, Paint (Kushmerick et al., 1995), Cheese Maze, Network, Shuttle (Chrisman, 1992), the $4 \times 3$ maze (Russell and Norvig, 1995) and the Hallway problem (Kaelbling et al., 1998). Results shown in Figure 4.2b show the normalized performance of both the converged memoryless policy (blue) learnt through LSPI and the converged memory-augmented policies for memory functions with varying amounts of memory bits learnt through memory optimization. Performance is normalized between the belief-state policy learnt from a POMDP solver (Cassandra, 2003) and the performance of a random policy.

Even with only a single bit of memory, we see large performance increases for all but two of the POMDPs we test on. These results suggest that reducing the $\lambda$-discrepancy is a useful objective for learning memory functions to resolve partial observability in many partially observable domains. Note that the Hallway environment


Figure 4.3: Learning curves for LSTM neural network trained with various loss functions. Our model includes both TD and MC value heads and uses an $\epsilon$-greedy policy w.r.t. one of the heads.

### 4.2.2 Sample-Based Memory Optimization Learning Experiments

We can approximate the lambda discrepancy minimization objective with recurrent neural networks, simply by training two value function heads at the same time. We decompose the optimization objective $\mathcal{L}$ as:

$$
\mathcal{L}=\left(v_{1}-\hat{v}_{1}\right)^{2}+\left(v_{0}-\hat{v}_{0}\right)^{2}=\left(v_{1}-v_{0}\right)^{2}+2\left(v_{1}-\hat{v}_{0}\right)\left(v_{0}-\hat{v}_{1}\right)+\left(\hat{v}_{1}-\hat{v}_{0}\right)^{2}
$$

where $\hat{v}_{0}$ and $\hat{v}_{1}$ are the two value function heads, estimating the TD and MC value functions $v_{0}$ and $v_{1}$, respectively. The final term of this decomposition is the lambda discrepancy term we are trying to minimize. However, the construction of the neural network does not allow for us to independently tune the importance of the lambda discrepancy, so we optionally include a separate lambda discrepancy loss term, which we compute as the squared difference between the two heads. This allows us to tune the coefficient of the discrepancy term as necessary.

We present results on using the $\lambda$-discrepancy to learn implicit memory functions with neural networks in Figure 4.3. Our general network architecture consists of a single LSTM layer with linear output layers for each head. The input to the LSTM layer is a one-hot vector of observations for all environments. For experiments labelled as TD or MC, we have a single head that approximates either TD or MC returns, while for experiments labelled as "ours", we have two heads, each with a separate linear layer, and we tune the coefficient of the $\lambda$-discrepancy across all domains. We consider two such $\lambda$-discrepancy models, corresponding to which of the two heads' value estimates we use to select actions. We find that using both the MC and TD heads significantly improves results over using either the TD or MC heads. See Appendix B. 7 for results on RockSample (Smith and Simmons, 2004), a more complex domain where our method again outperforms both baselines.

### 4.3 Conclusion

In this chapter, we explored a general framework for learning history abstractions in POMDPs. We introduced a new quantity, the $\lambda$-discrepancy, and proved several theoretical properties that establish it is as a reasonable optimization objective for learning effective memory functions. We evaluated an analytical approach to memory optimization based on minimizing the $\lambda$-discrepancy for several classical POMDP problems, and showed that this process leads to effective memory functions that support learning better policies. We also provided a practical training procedure for learning memory functions online with recurrent neural networks, and showed that the $\lambda$ discrepancy improved performance there as well.

In the next two chapters, we will shift the target of our abstractions from the agent's inputs (observations) to its outputs (actions).

## Chapter 5

## Action Abstractions

If you are curious, you'll find the puzzles around you. If you are determined, you will solve them.

—Ernö Rubik

Heuristic search is only useful with a good heuristic. In classical planning, much work has gone into the development of domain-independent methods that automatically construct heuristics to exploit as much problem structure as possible from the formal PDDL problem description (Bonet and Geffner, 2001; Hoffmann and Nebel, 2001; Helmert, 2006; Helmert and Domshlak, 2009; Helmert et al., 2014; Pommerening et al., 2015; Keyder et al., 2014; Domshlak et al., 2015). However, as we've already discussed, black-box planning offers no formal domain description to exploit, and planners are therefore limited to less-informed heuristics like goal counting, which is often no better than exhaustive search.

We begin by examining why goal counting becomes uninformative for certain sets of actions. We show that both goal-count accuracy and planning efficiency are linked to how many state variables actions can modify at once. Our investigation suggests a compelling strategy for improving the usefulness of the goal-count heuristic: learning focused macro-actions that modify as few variables as possible, so as to align with the assumptions made by the goal-count heuristic. This approach also seems well-aligned with human problem solving, for example, among expert Rubik's cube solvers, where focused macros are essential for the most efficient planning strategies.

We describe a method for discovering focused macro-actions and test it on several classical planning benchmarks, restricting our attention to satisficing solutions-that is, finding feasible plans, rather than optimal ones-with the goal of minimizing the number of world-model queries. Our learned macro-actions enable reliable and efficient planning, making dramatically fewer model queries and improving solve rate on most domains. Our approach is designed to improve the goal-count heuristic, but it is compatible with more
sophisticated black-box planning techniques as well-with similar improvement. In some cases, black-box planning with focused macros is even competitive with approaches that have access to much more detailed problem information.

### 5.1 Goal-Count Accuracy and Effect Size

Recall that the goal-count heuristic, which we will denote $\# g$, is defined in terms of the problem-specific goal, $G$. For any goal condition $G, \# g(s)$ counts the number of variables in state $s$ whose values differ from those specified in $G$, with $\# g(s)=0$ if and only if $s$ satisfies $G$. A well-known downside of the goal-count heuristic is its dependence on the size of $G$. In the extreme case where $|G|=1$, the goal-count heuristic only separates goal states from non-goal ones. Nevertheless, due to the relative lack of information in black-box planning, the goal-count is often the only goal-aware heuristic available. Other planners may add additional components, such as state novelty (Francès et al., 2017), but the black-box versions of those planners still rely on goal counting at their core.

The goal-count heuristic implicitly treats each state variable as an independent subgoal. There are two ways to satisfy this assumption exactly. The first is if each subgoal can be achieved in one step without modifying any other state variable. The second, more general way, explored by Korf (1985b), is if each subgoal can be achieved in one step (possibly modifying other state variables) and the subgoals are serializable-i.e. there is an ordering of the state variables that retains previously-solved subgoals when solving new ones.

In general, an action can of course change many state variables, and the problem representation may not allow the subgoals to be serialized-both of which can cause the goal-count heuristic to be uninformative. However, for a heuristic to be useful, it does not need to be perfect; it simply needs to be rank correlated with the distance to the goal: higher true distances should correspond to higher heuristic values (Wilt and Ruml, 2015). When the heuristic is perfectly rank correlated, there is a monotonic relationship between heuristic and true cost, and best-first search will always expand nodes in order of their true distance from the goal.

We hypothesize that if each action modifies only a small number of state variables, the problem will better match the assumptions of the goal-count heuristic, and thus the heuristic and true goal distance will be more positively rank correlated. We informally say such actions have "focused" effects, and we formalize this idea with the following definitions:

Definition 4. The effect size of an action is the maximum number of state variables whose values change by executing the action, over all states where the action is applicable.

Definition 5. The effect size of a macro-action is the maximum number of state variables, measured at the end of macro-action execution, that are different from their starting values, over all states where the macro-action is applicable, even if additional variables were modified during execution.

If our hypothesis above is correct, we expect the goal-count heuristic to be more accurate for domains where
actions have smaller effect size, and we further expect this to lead to an improvement in planning efficiency. In the following experiment, we see better rank correlation between heuristic and true distance for domains whose actions have low average effect size, and we see that this leads to an approximately exponential improvement in planning efficiency.

### 5.1.1 The Suitcase Lock Domain

To study the relationship between effect size and planning efficiency, we introduce the Suitcase Lock domain. The Suitcase Lock is a planning problem whose solution requires entering a combination on a lock with $N$ dials, each with $M$ digits, and $2 N$ actions, half of which increment a deterministic subset of the dials (modulo $M$ ) and the other half of which decrement the same dials (see Figure 5.1). For


Figure 5.1: Suitcase Lock with $N=4$. each problem instance, a start state, goal state, and (fixed) action set are generated randomly, and a parameter $\bar{k}$ controls the mean effect size across all actions. This allows us to examine action effect size while holding other problem variables constant. For implementation details, see Appendix C. 1 of the supplementary materials.

### 5.1.1.1 Focused Actions Improve the Goal-Count Heuristic

We first investigate the accuracy of the goal-count heuristic for two small Suitcase Lock problems. For each possible effect size, we compute the true distance between all pairs of states, and compare the results with the goal-count, treating the second state of each pair as the goal. We compute the average heuristic value for each true distance, and then compute the Pearson correlation and Spearman rank correlation coefficients between heuristic and distance. The results are shown in Table 5.1, where we see that actions with more focused effects (i.e. lower $\bar{k}$ ) lead to significantly higher correlation.

| Effect Size | $\mathbf{N}=\mathbf{1 0}, \mathbf{M}=\mathbf{2}$ |  | $\mathbf{N}=\mathbf{5}, \mathbf{M}=\mathbf{4}$ |  |
| :---: | ---: | ---: | ---: | ---: |
| $\bar{k}$ | $\rho_{P}$ | $\rho_{S}$ | $\rho_{P}$ | $\rho_{S}$ |
| 1 | 1.000 | 1.000 | 0.775 | 0.760 |
| 2 | 0.200 | 0.179 | 0.263 | 0.226 |
| 3 | 0.110 | 0.092 | 0.046 | 0.018 |
| 4 | 0.060 | 0.041 | 0.000 | -0.044 |
| 5 | 0.020 | 0.013 | - | - |
| 6 | 0.000 | -0.007 | - | - |
| 7 | 0.000 | 0.001 | - | - |
| 8 | 0.000 | -0.001 | - | - |
| 9 | 0.000 | 0.005 | - | - |

Table 5.1: Correlation results between the goal-count heuristic and true distance for Suitcase Lock. Actions with smaller effect size $(\bar{k})$ lead to significantly higher Pearson's correlation $\left(\rho_{P}\right)$ and Spearman's rank correlation $\left(\rho_{S}\right)$ coefficients.


Figure 5.2: Generated states vs. effect size for Suitcase Lock.

### 5.1.1.2 Focused Actions Improve Planning Efficiency

Next, we run two planning experiments using the goal-count heuristic and greedy best-first search (GBFS). To evaluate planning efficiency, we measure the number of generated states needed to solve each instance, since we care about feasibile plans, rather than optimal ones.

Figure 5.2 shows an approximately exponential relationship between effect size and planning time. When $M=2$ and $k=1$, the goal-count heuristic is exactly equal to the cost, and GBFS can generate at most $N^{2}$ states before finding the goal. By contrast, when $k=(N-1)$ the heuristic is maximally uninformative, and GBFS may generate $N \cdot 2^{N}$ states in the worst case, since it cannot expand any nodes with heurstic value $k$ until it has expanded all nodes with heuristic value $<k$. This exponential trend appears to hold even when state variables are not binary.

These results on the Suitcase Lock domain suggest that reducing effect size is a viable strategy for improving planning efficiency. To further investigate this idea, we propose a method for learning macro-actions with low effect size.

### 5.2 Learning Macros with Focused Effects

We search for macro-actions using best-first search (BFS) with a simulation budget of $B_{M}$ state transitions. We start the search at a randomly generated state, and the search heuristic is macro-action effect size-or infinity if the macro-action modifies zero variables-plus the number of primitive actions in the macro. Technically, we would need to evaluate each macro from every valid state to determine its effect size, which is clearly infeasible. In practice, we simply measure each macro's effect size once and assume it doesn't change (although we could easily relax this assumption by running the macro from multiple states).

We save the $N_{M}$ macro-actions with the lowest effect size, and ignore duplicate macro-actions that have the

```
Algorithm 1 Learn macro-actions with focused effects
Input: Starting state \(s_{0}\), number of macro-actions \(N_{M}\), number of repetitions \(R_{M}\), search budget \(B_{M}\)
Output: List of macro-actions \(L_{M}\)
    Define \(g(m):=\) length \((m)\)
    Define \(h(s):= \begin{cases}\mid \text { net_effects }\left(s-s_{0}\right) \mid & \text { if }>0, \\ \infty & \text { otherwise }\end{cases}\)
    Define \(f(s, m):=g(m)+h(s)\)
    where \(m\) is the macro (i.e. action sequence) from \(s_{0}\) to \(s\)
    Let \(L_{M}\) be an empty list of macro-actions
    Let \(Q\) be a (max) priority queue of size \(N_{M} / R_{M}\)
    for repetition \(r\) in \(\left\{1, \ldots, R_{M}\right\}\) do
        Run best-first search (BFS) from \(s_{0}\) with budget \(B_{M} / R_{M}\), minimizing heuristic \(f(s, m)\)
        for each state \(s_{i}\) and macro \(m_{i}\) visited by BFS do
            Store \(m_{i}\) in \(Q\), with priority \(h\left(s_{i}\right)\)
    // When \(Q\) becomes full, the action sequences
    // with largest \(h\)-score will get evicted first
        end for
        Add each unique macro in \(Q\) to \(L_{M}\)
        Clear \(Q\)
        \(s_{0} \leftarrow\) new random state, such that none of the macros in \(L_{M}\) can run
        if \(s_{0}\) is None then
            break
        end if
    end for
    return \(L_{M}\)
```

same net effect. To encourage diversity of macros, we can optionally repeat the search $R_{M}$ times, each time generating a new random starting state in which none of the existing saved macro-actions are valid, or until we fail to find such a starting state. ${ }^{1}$ This ensures that we still find macros that apply in most situations, even if there are constraining preconditions.

The pseudocode for this procedure is in Algorithm 1. We use $m_{i}$ to denote the macro whose action sequence generated state $s_{i}$. Consider an example with two primitive actions $a_{1}$ and $a_{2}$, where BFS starts at state $s_{0}$. Expanding $s_{0}$, the action $a_{1}$ generates $s_{1}$, and $a_{2}$ generates $s_{2}$. Expanding $s_{1}, a_{1}$ generates $s_{3}$, and $a_{2}$ generates $s_{4}$. Thus macro $m_{4}$, corresponding to state $s_{4}$, would be the action-sequence $\left[a_{1}, a_{2}\right]$, and we would evaluate its net effect by comparing $s_{4}$ with $s_{0}$.

[^13]
### 5.3 Experiments

We evaluate our method by learning macro-actions in a variety of black-box planning domains and subsequently using them for planning. We use PDDLGym (Silver and Chitnis, 2020) to automatically construct black-box simulators from classical PDDL planning problems. Additionally, we use two domain-specific simulators (for 15-puzzle and Rubik's cube) that have a different state representation to show the generality of our approach. See the appendix for implementation details and a discussion of how we selected the various macro-learning hyperparameters (sections C. 2 and C.5, respectively).

We select the domains to give a representative picture of how the method performs on various types of planning problems. For PDDLGym compatibility reasons, we restrict the domains to those requiring only strips and typing. For the domain-specific simulators, we select 15-puzzle and Rubik's cube in particular, because they present opposing challenges for our macro-learning approach. In 15-puzzle, primitive actions have very focused effects (each modifies only the blank space and one numbered tile), but naively chosen macro-actions tend to have much larger effect sizes, and both primitive actions and macros have state-dependent preconditions. In Rubik's cube, actions and macros have no preconditions, but primitive actions are highly non-focused (each modifies 20 of the simulator's 48 state variables) and the state space is so large ( $\sim 4.3 \times 10^{19}$ unique states (Rokicki, 2014)) that black-box planning is unable to solve the problem efficiently.

### 5.3.1 Methodology

For each planning domain, we generate 100 problem instances with unique random starting states and a fixed goal condition. ${ }^{2}$ All problem instances share the same state space, and the planner has access to the simulator function, the action applicability function, a vector of state information, and the goal condition. We emphasize that although the PDDLGym domains are specified using PDDL, the planner never sees the PDDL during either macro search or planning.

We learn focused macro-actions as described in Sec. 5.2 and add them to the set of primitive actions, which ensures that the same set of states can still be reached. These macros are then used to update the simulator and action applicability function, allowing the learned macros to execute in a single step for improved computational efficiency. ${ }^{3}$ Note that updating the simulator in this way does not reduce search effort, only time. Even if the primitive actions in a macro were simulated one-by-one, the intermediate states are neither stored nor explored, and hence do not count towards the number of generated states.

The macros are learned once, for the first problem instance, and then reused on all remaining problem instances for that domain. In general, it can be challenging to incorporate macros into any planning algorithm, since one must weigh their search benefits against the increased branching factor. For simplicity, our experiments fixed

[^14]| Domain | $N_{M}$ | $B_{M}$ | GBFS(A) |  | GBFS (A+M) |  | BFWS(A) |  | BFWS(A+M) |  | LAMA(A) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Gen | Sol | Gen | Sol | Gen | Sol | Gen | Sol | Gen | Sol |
| Depot | 8 | 50K | 58275.9 | 0.74 | 55132.4 | 0.60 | 75966.9 | 0.48 | 72205.8 | 0.34 | 46620.9 | 1.00 |
| Doors | 8 | 5K | 3050.7 | 1.00 | 512.6 | 1.00 | 4660.9 | 1.00 | 3057.3 | 1.00 | 293.0 | 1.00 |
| Ferry | 8 | 5K | 1875.8 | 1.00 | 1151.4 | 1.00 | 1209.9 | 1.00 | 1163.5 | 1.00 | 699.8 | 1.00 |
| Gripper | 8 | 5K | 7314.8 | 1.00 | 6277.0 | 1.00 | 44945.9 | 1.00 | 6295.9 | 1.00 | 6493.1 | 1.00 |
| Hanoi | 8 | 100K | 78433.6 | 0.78 | 6358.8 | 1.00 | 63455.2 | 1.00 | 3365.9 | 1.00 | 65496.4 | 1.00 |
| Miconic | 8 | 5K | 7559.4 | 1.00 | 1907.1 | 1.00 | 10269.2 | 1.00 | 1884.3 | 1.00 | 1316.7 | 1.00 |
| 15-Puz. | 192 | 32K | 30840.5 | 1.00 | 4952.4 | 1.00 | 109425.2 | 1.00 | 6290.1 | 1.00 | - | - |
| Rubik's | 576 | 1M | $>2 \mathrm{M}$ | 0.00 | 171.3K | 1.00 | $>2 \mathrm{M}$ | 0.00 | 163.8K | 1.00 | 9.13 M | 1.00 |

Table 5.2: Black-box planning results for PDDLGym-based simulators (top), and domain-specific simulators (bottom). (A) - primitive actions only; (A+M) - primitive actions + focused macros; $N_{M}$ - number of macros; $B_{M}$ - macro-learning budget; Gen - generated states; Sol - solve rate; (bold) - best performance of each planner. The efficiency of both GBFS and $\operatorname{BFWS}\left(R_{G}^{*}\right)$ are improved by adding focused macros. Note that LAMA is an informed planner with access to much more information than black-box planners, and is only included for reference.
the number of macros $N_{M}$ (see Table 5.2), but in principle $N_{M}$ could be chosen automatically based on which macros reduce the problem's average effect size.

To solve each planning problem, we use greedy best-first search (GBFS) with the goal-count heuristic and compare performance with the additional learned macro-actions versus with primitive actions alone. We measure planning efficiency as the number of simulator queries that the planner makes before finding a plan. This choice of performance metric is the most natural fit for black-box planning, and it allows for fair comparisons of algorithms across different implementation languages and hardware configurations.

In Table 5.2, we show the average solve rate and number of generated states (i.e. simulator queries) for each domain. Since we only pay the macro-learning cost $B_{M}$ for the first problem instance, we can in principle amortize this cost over the total number of problem instances. (Note that the $B_{M}$ values reported in the table are non-amortized and are separate from the number of generated states.) Except in the case of Depot, we see that planning with focused macros increases solve rate and improves planning efficiency by up to an order of magnitude versus planning with primitive actions alone. In Rubik's cube, focused macros still perform better, even if we account for the entire macro-learning budget.

### 5.3.2 Comparisons with Other Planners

In addition to greedy best-first search (GBFS) with the goal-count heuristic, we also evaluate our method in conjunction with Best-First Width Search, or BFWS (Lipovetzky and Geffner, 2017), a family of search algorithms that augment their search heuristic with a novelty metric computed using Iterated Width (IW) search (Lipovetzky and Geffner, 2012).

We specifically use the best-performing black-box planning version of BFWS: BFWS ( $R_{G}^{*}$ ) (Francès et al., 2017). This version starts by running IW up to two times, with increasing precision, to generate a set $R_{G}^{*}$ of goal-relevant atoms. During search, each state $s$ is evaluated based on how many relevant atoms were satisfied
at some point along the path to $s$. This forms a relevance count $\# r(s)$, which is combined with the goal-count $\# g(s)$ to compute the novelty width metric $w_{\# r, \# g}$. The algorithm runs GBFS using heuristic $(w, \# g, c)$, evaluating nodes first by width, breaking ties with $\# g$, and then breaking further ties with $c$, the cost to reach the node.

We ran BFWS on each domain and measured its planning efficiency (see Table 5.2). We followed Lipovetzky and Geffner (2017) and limited the width precision to $w \in\{1,>1\}$ on Depot and Rubik's cube to save computational resources.

Again we find that focused macros substantially improve planning efficiency, likely because the heuristic still uses goal counting at its core. Surprisingly, we found that BFWS did not perform significantly better than the primitive-action GBFS baseline. In fact, comparing against GBFS, we observe that focused macros alone are more beneficial for planning than the more sophisticated novelty-based heuristic.

As a point of reference, we also compared against LAMA (Richter and Westphal, 2010) which has full access to a declarative representation of the problem-information far beyond what is available to black-box planners. We ran the first iteration of LAMA on the same problems we used with PDDLGym, as well as a SAS ${ }^{+}$ representation of the Rubik's cube, adapted from Büchner (2018). On a different PDDL version of Rubik's cube, LAMA failed to complete the translation step before running out of memory (16GB). We find our method is competitive with LAMA, across the majority of domains, despite the fact that LAMA has access to more information. On the 100 hardest Rubik's cube problems from Büchner (2018), which neither primitive-action baseline can solve, LAMA generates 9.1 million states on average, whereas our approach generates only 171 thousand.

### 5.3.3 Comparison with Random Macros

One might wonder whether the improvements in planning efficiency are due to the macros' focused effects, or simply the fact that we are using macros at all. To isolate the source of the improvement, we conducted a second experiment using 15-puzzle and Rubik's cube. Here we compared the focused macro-actions against an equal number of "random" macro-actions of the same length, which were generated (for each random seed) by selecting actions uniformly at random from the valid actions at each state.

We present the results in Table 5.3, as well as Figures 5.3a and 5.3b, where we observe that random macros perform significantly worse than both the primitive actions and the learned focused macros. In both domains, random macros also consistently had larger effect sizes than focused macros. Figure 5.3c shows a visualization of Rubik's cube macro effect size versus macro length. We suspect the higher planning cost of random macros is partly due to their increased effect size.

|  |  | Generated States | Remaining <br> Errors (\#g) | Solve <br> Rate |
| :---: | :---: | :---: | :---: | :---: |
| ヘi | Primitives only | 30840.5 | 0.0 | 1.0 |
|  | Random macros | 72542.3 | 0.0 | 1.0 |
|  | Focused macros | 4952.4 | 0.0 | 1.0 |
| $\begin{aligned} & n \\ & \frac{n}{0} \\ & \frac{1}{2} \end{aligned}$ | Primitives only | $>2 \mathrm{M}$ | 11.8 | 0.0 |
|  | Random macros | $>2 \mathrm{M}$ | 16.4 | 0.0 |
|  | Focused macros | 171331.4 | 0.0 | 1.0 |
|  | Expert macros | 30229.1 | 0.0 | 1.0 |

Table 5.3: Planning results for 15 -puzzle and Rubik's cube comparing different action spaces. Random macros perform significantly worse than both primitive actions and focused macros. Trials with macros also include the primitive actions.


Figure 5.3: (a) 15-puzzle planning efficiency by macro type. Adding focused macros leads to a significant performance improvement over primitive-actions alone. Random macros have the opposite effect. (b) Rubik's cube planning performance by macro type. The vertical axis represents the best observed goal-count value for the number of generated states on the horizontal axis. (c) Effect size vs. length of Rubik's cube macro-actions, by type. (Some points overlap.)

### 5.3.4 Examining Expert Macros in Rubik's Cube

Expert human "speedcubers" use macro-actions to help them manage the Rubik's cube's highly non-focused actions. In speedcubing, the goal is to solve the cube as quickly as possible, without necessarily finding an optimal plan. Most speedcubers learn a collection of macro-actions (called "algorithms" in Rubik's cube parlance) and then employ a strategy for sequencing those macro-actions to solve the cube. Expert macroactions tend to affect only a small number of state variables, and proper sequencing enables speedcubers to preserve previously-solved parts of the cube while solving the remainder. Common solution methods typically involve multiple levels of hierarchical subgoals and produce plans approximately twice as long as optimal.

As a benchmark, we consider a simplification of the most common expert strategy, where macros are composed of just primitive actions. We select a set of six hand-coded, expert macro-actions to perform various complementary types of permutations. ${ }^{4}$ We visualize one of these macro-actions, which swaps three corner pieces, in Figure 5.4a. Since our simulator uses a fixed cube orientation, we consider all 96 possible variations of each macro (to account for orientation, mirror-flips, and inverses), resulting in 576 total macros-the same number used for the random macro and focused macro trials.

In Figure 5.3c, we plot the effect size and length of each macro, labeled by macro type. We can see that the focused macros have significantly smaller effect size than primitive actions or random macros, and begin to approach the effect size of the expert macro-actions. We also note that the focused macros are somewhat shorter on average than the expert macros, and we suspect that increasing the search budget would result in learning macros with even smaller effects.

In Table 5.3 and Figure 5.3b, we compare planning with the expert macros against the other macro types and see that while planning with the expert macros is the most efficient, the learned, focused macros are not far behind. By contrast, the random macros and primitive actions never solved the problem within the simulation budget. We also found that the average solution length for focused and expert macro-actions was about an order of magnitude longer than typical human speedsolve solutions ( 378 and 319 primitive actions, respectively, vs. $\sim 60$ (Speedsolving Wiki, 2021)), which suggests that there are additional insights to be mined from human strategy beyond just learning focused macro-actions.

### 5.3.5 Interpretability of Focused Macros

We examined the learned focused macros for several domains and found that in addition to having low effect size, they were also frequently easy to interpret. In 15-Puzzle, one type of macro swapped the blank space with a central tile; another type exchanged three tiles without moving the blank space. In Rubik's cube, one macro (Figure 5.4b) swapped three edge-corner pairs while keeping them connected. In Tower of Hanoi, macros moved stacks of disks at a time from one peg to another. We remark that this is quite similar to the interpretability of the human expert macros in Rubik's cube.

[^15]

Figure 5.4: Expert and learned macro-actions (Rubik's cube).

### 5.3.6 Generalizing to Novel Goal States

Since our macro-generation step is goal-independent, we can reuse previously learned macros to solve problems with novel goal states. To demonstrate this, we generate 100 random goal states for 15 -puzzle and Rubik's cube and then solve the puzzles again. In both domains, we find that planning time and solve rate remain effectively unchanged for novel goal states (see Table 5.4).

| Domain | Goal <br> Type | Generated <br> States | Solve <br> Rate |
| :--- | :--- | ---: | ---: |
| 15-puzzle | Default | 4952.4 | 1.0 |
|  | Random | 4780.0 | 1.0 |
| Rubik's cube | Default | 171331.4 | 1.0 |
|  | Random | 152503.7 | 1.0 |

Table 5.4: Average planning efficiency and solve rate, when reusing previously-discovered focused macros to solve 15-puzzle and Rubik's cube with either the default goal state or new randomly-generated goal states. Novel goal state performance is effectively unchanged.

### 5.4 Related Work

The concept of building macro-actions to improve planning efficiency is not new. Dawson and Siklossy (1977) considered two-action macros and analyzed domain structure to remove macros that were invalid or that had no effect. Korf's (1985) Macro Problem Solver investigated how to learn macros in problems with decomposable operators and serializable subgoals. Macro-FF (Botea et al., 2005) and MUM (Chrpa et al., 2014) learned macros from training problem instances and later used them to improve the planning efficiency of testing instances. The macros we discover in Sections 5.2 and 5.3 can similarly be reused across problem instances; however, our macro discovery procedure requires neither goal information nor training instances. Our method is perhaps most similar to MARVIN (Coles and Smith, 2007), which used macros to escape plateaus during heuristic search, and CAP (Asai and Fukunaga, 2015), which decomposed planning problems into subgoals and then found macros to achieve those subgoals. In all of the prior approaches, the learned macros were found to be beneficial for planning, but they also required an explicit model of the domain. Our method is more general than these methods, as it is designed to handle the unique challenges of black-box planning
without an explicit model.
Lipovetzky and Geffner (2012) introduced Iterated Width (IW) search, a "blind" planner compatible with black-box simulators, and Lipovetzky et al. (2015) subsequently applied it to planning in Atari video game simulators without known goal states. This work led to the goal-informed Best-First Width Search (BFWS) (Lipovetzky and Geffner, 2017; Francès et al., 2017), which we include in our experimental evaluation. Jinnai and Fukunaga (2017) formalized black-box planning and described a method for pruning primitive actions and short macros to avoid generating duplicate states; however their approach did not incorporate goal information.

Recent work by Agostinelli et al. (2019) investigated how to train black-box planning heuristics with neural networks and dynamic programming by strategically resetting the simulator to states near the goal state. Their approach learned heuristics for several domains, including 15-puzzle and Rubik's cube, that supported fast, near-optimal planning. However, training their neural network requires more than 1000 times the simulation budget of our approach, and results in a heuristic that is only informative for a single goal state, whereas ours works for arbitrary goal states.

### 5.5 Conclusion

We have described a method of learning focused macro-actions that enables reliable and efficient black-box planning across a variety of planning domains. While our approach is designed to match the assumptions of the goal-count heuristic, we find that it also improves the performance of more sophisticated black-box planners. Moreover, our method is even competitive with a state-of-the-art LAMA planner, despite the latter having access to a declarative description of the problem. It is encouraging to see that many of the learned macro-actions had intuitive, interpretable meaning in the task domain. This suggests that our method may be useful for improving explainability in addition to planning efficiency.

This work employed a two-level hierarchy where macro-actions are composed of primitive actions. One extension to bring this method more in line with human-expert techniques would be incorporating additional levels of action hierarchy (i.e. macros composed of other macros), or macros that permit side-effects to certain unsolved variables, combined with macros to subsequently solve those remaining variables. We leave an exploration of these ideas for future work.

## Chapter 6

## World-Model Abstractions

Too much knowledge never makes for simple decisions.
-Frank Herbert

Consider a general-purpose agent embedded within the simplified video game environment of Minecraft. A proper open-scope world model must be detailed enough to express a range of possible tasks, such as collecting resources, building shelter, crafting weapons, cooking food, fighting off enemies-anything the agent has the capability to do. Now suppose that the agent's task is to construct a bed. The agent isn't hungry; there are no enemies around; it's safely enclosed in the fence of Figure 6.1. Given the particular circumstances, information about other tasks-like cooking food or fighting enemies-is completely irrelevant, as are most of the objects in the agent's vicinity, since they aren't components of any bed-crafting recipe.

Superfluous actions and objects in the agent's world model shouldn't make the planning problem any harder,


Figure 6.1: (Left) An open-scope Minecraft environment. All of the objects are occasionally important; however, for the specific task of crafting a bed, the planning agent can ignore most of them. (Right) Task scoping removes irrelevant objects and actions prior to planning, reducing planning time by an order of magnitude.
and yet, for most state-of-the-art planners, they do. For the bed-crafting task outlined above, the numeric planner ENHSP (Scala et al., 2020) fails to find an optimal plan, and Fast Downward (Helmert, 2006) fails to even translate a classical version of the same problem. However, with the irrelevant objects and actions removed, both planners can solve the task within just a few minutes.

To enable general-purpose agents to overcome these sorts of challenges automatically, we introduce task scoping, a method for reasoning about which information can safely be removed from the agent's open-scope model. We identify three types of task-scoping simplifications that agents can use, after grounding but prior to planning, to remove irrelevant actions and variables. First, agents need only consider actions as relevant if they modify goal variables or preconditions of other relevant actions. Second, agents can identify actions that have identical effects on relevant variables, and merge them. Third, agents can also ignore variables that already match relevant preconditions and goal clauses, unless a relevant action can modify them.

We prove that task scoping preserves all optimal plans and empirically demonstrate that it leads to substantial reductions in search space size and planning time. Applying task scoping to the Minecraft problem of Figure 6.1 allows us to solve the previously intractable problem in under 3 minutes. We also observe significant improvements on a variety of other numeric and classical planning domains. Most importantly, the entire process is automatic, and compatible with off-the-shelf planners, enabling agents to derive their own taskspecific simplifications for planning with open-scope models, all without requiring any additional domain knowledge from human experts.

### 6.1 Background

We adopt the planning formalism of Scala et al. (2016a), but with multivariate enum variables replacing binary variables. We define a planning domain (or model) in terms of the following quantities:

- A finite set of variables $\mathcal{V}=\mathcal{V}_{e} \cup \mathcal{V}_{n}$, composed of enums $\mathcal{V}_{e}$ and numerics $\mathcal{V}_{n}$. The domain of a variable, $\mathcal{D}(v)$, is finite for enums and the set of reals, $\mathbb{R}$, for numerics.
- A factored state space $\mathcal{S}$, wherein each state $s$ assigns a value $d_{i} \in \mathcal{D}\left(v_{i}\right)$ to every variable $v_{i}$ in $\mathcal{V}$.
- A set of grounded operators (i.e. actions) $\mathcal{O}$ where each operator $o$ consists of a cost $c(o) \geq 0$, as well as a precondition $\operatorname{pre}(o)$ and an effect eff $(o)$, defined below.

A precondition is a (possibly nested) conjunction of enum and numeric conditions and their negations. ${ }^{1}$ An enum condition is an equality relation $v_{e}=c_{e}$ between an enum variable $v_{e}$ and a constant $c_{e}$ in the domain $\mathcal{D}\left(v_{e}\right)$. When an enum variable is binary, we will write $v_{e}$ as a shorthand for $v_{e}=$ TRUE. A numeric condition is a binary relation $\{=, \geq,>\}$ between two numeric expressions, each of which can be either a real-valued constant, a numeric variable, or a binary function $\{+,-, \times, \div\}$ of numeric expressions.

[^16]An effect is a list of enum and numeric effects, each to a distinct variable $v_{i}$ in $\mathcal{V}$. An enum effect is an assignment $v_{e}:=c_{e}$, where the value $c_{e}$ is a constant in the variable's domain $\mathcal{D}\left(v_{e}\right)$. A numeric effect is an update to a variable $v_{n}$, via an operator $\{:=,+=,-=\}$ and a corresponding numeric expression $e_{i}$.

An operator $o$ is applicable in state $s$ if $s$ implies pre(o). Executing $o$ incurs cost $c(o)$ and causes the variable updates described in eff $(o)$, resulting in a new state $s^{\prime}$. We reference the variables appearing in pre (o) and $\operatorname{eff}(o)$ using the notation $\operatorname{vars}(\operatorname{pre}(o))$ and $\operatorname{vars}(e f f(o))$. If an effect assignment to a variable $v$ depends on the value of another variable $u$, then $u$ is considered a precondition variable of the operator, even if it does not appear in the precondition.

We define a problem instance (or task) of a given domain by adding an initial state $s_{0} \in \mathcal{S}$ and a goal condition $G$ consisting of an assignment to some or all of the variables in $\mathcal{V}$. Together, the domain and problem instance induce a grounded planning problem, in which each lifted operator in the domain is instantiated with all possible variable arguments to form a set of grounded operators. ${ }^{2}$ A plan is a sequence of successivelyapplicable grounded operators $\left[o_{1}, o_{2}, \ldots, o_{n}\right]$ from initial state $s_{0}$ to final state $s_{n}$, such that $s_{n}$ implies $G$. An optimal plan is any plan that incurs the minimum cost. Given a model, a task is solvable if there exists at least one plan using that model.

This formalism is compatible with both numeric and finite-domain-representation planning and supports a variety of problem encodings, including PDDL 2.1, level 2 (Fox and Long, 2003) and SAS+ (Bäckström, 1992). ${ }^{3}$ Our experiments investigate these two planning paradigms separately and assume numeric domains only ever contain binary enums, which is consistent with Scala et al. (2016a). However, in principle our approach is general enough to handle numerics and multivariate enums at the same time, since our algorithm never looks at the domain of any variable.

### 6.1.1 Defining Task-Relevance

A general-purpose planning agent may be asked solve many tasks during its operational lifetime. If the agent's model contains too few variables or operators, some tasks will not be solvable. To ensure that as many potential tasks as possible are solvable, the agent's model must be open-scope: it must contain more variables and/or operators than are relevant for any one task.

Given a model $M$ and a task $t$, we say that an operator is task-relevant (or simply relevant) if it appears in at least one shortest cost-optimal plan to solve $t$. We say that $M$ is an open-scope model with respect to $t$ if it contains operators that are not relevant (henceforth 'irrelevant'). The wider the range of tasks an agent may be asked to solve, the higher the likelihood that most of its operators will be irrelevant for any one of those tasks. These irrelevant operators are the ones we would like the agent to ignore with task scoping.

[^17]Example 3 (Simplified Minecraft). Consider the following simplified version of the Minecraft domain in Figure 6.1. The agent can collect food, sticks, and stone, which it needs for eating and making an axe. The task is to make an axe from scratch. We use numeric fluents for brevity, but the example does not require them. ${ }^{a}$ All operators have unit cost.

- $\mathcal{V}=\left\{N_{\text {Food }}, N_{\text {Sticks }}, N_{\text {Stone }} \in\{0,1, \ldots, N\} ;\right.$

HUNGRY, HAS_AXE $\in\{$ TRUE, FALSE $\}\}$

- $\mathcal{O}=\{$
hunt :
pre: $\neg\left(N_{\text {FOOD }}=N\right) \wedge \neg$ HUNGRY
eff : $\left(N_{\text {FOOD }}+=1\right) \wedge$ HUNGRY
gather:
pre : $\neg\left(N_{\text {FOOD }}=N\right) \wedge$ HUNGRY
eff : $\left(N_{\text {FOOD }}+=1\right)$
get_stick:
pre : $\neg\left(N_{\text {Sticks }}=N\right)$
eff : $\left(N_{\text {Stіскя }}+=1\right)$
get_stone :
pre : $\neg\left(N_{\text {Stone }}=N\right)$
eff : $\left(N_{\text {Stone }}+=1\right)$
eat:
pre: $\neg\left(N_{\text {FOOD }}=0\right) \wedge$ HUNGRY
eff : $\left(N_{\text {FOOD }}-=1 \wedge \neg\right.$ HUNGRY $)$
make_axe :
pre: $\neg\left(N_{\text {STICKS }}=0 \vee N_{\text {STONE }}=0 \vee\right.$ HAS_AXE $)$
eff $:\left(N_{\text {STICKS }}-=1 \wedge N_{\text {STONE }}-=1 \wedge\right.$ HAS_AXE $)$
wait:
pre : $\neg$ HUNGRY
eff : HUNGRY\}
- $s_{0}=(0,0,0$, FALSE, FALSE $)$
- $G=(\neg$ HUNGRY $\wedge$ HAS_AXE $)$

For this task, there are two optimal plans: [get_stick, get_stone, make_axe], and [get_stone, get_stick, make_axe]. The operators hunt, gather, eat, and wait are irrelevant and can be removed, since none appear in any optimal plan.

[^18]
### 6.2 Task Scoping

The purpose of task scoping is to identify and remove task-irrelevant variables and operators from the agent's model. This process produces a simplification of the original planning problem aimed at making planning more tractable. However, not all such simplifications preserve optimal plans.

Definition 6. Given a planning problem $P, a$ task-scoping simplification $P^{\prime}$ of $P$ is one that contains a subset of the variables and operators in $P$ such that all shortest cost-optimal plans in $P$ are still optimal plans of $P^{\prime}$.

In this section, we describe three types of task-scoping simplifications that remove increasing amounts of irrelevant information. We derive the simplifications using variations of Algorithm 2, and prove that each preserves optimal plans.

### 6.2.1 Backwards Reachability of Variables

The first and simplest task-scoping simplification encodes the notion that agents need not consider actions to be relevant unless they modify goal variables or preconditions of other relevant actions. This version of Algorithm 2 (which we call Algorithm 2-a) omits any of the colored text appearing after the ' $\|$ ' symbols. It starts by considering only goal variables to be relevant, and performs backwards reachability analysis over variables, considering operators relevant if their effects contain any relevant variables, and then considering the precondition variables of any such operators to be relevant. The process repeats until no new variables are deemed relevant. The Fast Downward Planning System performs an equivalent simplification during its knowledge compilation process (Helmert, 2006).

In the example of Section 6.1.1, this process would work proceed as follows:

| HAS_AXE | $\rightarrow$ make_axe | $\rightarrow N_{\text {STICKS }}$ | $\rightarrow$ get_stick |  |
| :--- | :--- | :--- | :--- | :--- |
|  |  | $\rightarrow$ | $N_{\text {STONE }}$ | $\rightarrow$ get_stone |

Eventually all variables and operators would be marked as relevant. Had $\neg$ HUNGRY not appeared in the goal, the algorithm would not consider the bottom chains relevant, and those items would be removed. In Section 6.2 .3 we will upgrade the algorithm to recognize that $\neg$ HUNGRY is satisfied by the initial state and not modified by the top operators; therefore, the bottom chains can still be removed.

```
Algorithm 2 TASK SCOPING
Input: \(\left\langle\mathcal{V}, \mathcal{O}, s_{0}, G\right\rangle\)
Output: \(\left\langle\mathcal{V}^{\prime} \subseteq \mathcal{V}, \mathcal{K}^{\prime} \subseteq \mathcal{V}, \mathcal{O}^{\prime} \subseteq \mathcal{O}\right\rangle\)
    \(V_{0} \leftarrow\{\) DUMMY_GOAL_VAR \(\} \quad \triangleright\) relevant vars
    \(O_{0} \leftarrow\{\) dummy_goal_operator \((G)\} \quad \triangleright\) relevant ops
    repeat
        \(\bar{O}_{i} \leftarrow O_{i-1} \|\) MergesameEffects \(\left(O_{i-1}, V_{i-1}\right)\)
        \(E_{i} \leftarrow \varnothing \|\left\{\right.\) variables \(\left.\in \operatorname{eff}\left(O_{i-1}\right)\right\}\)
        \(L_{i} \leftarrow \varnothing \| s_{0}\left[\mathcal{V} \backslash E_{i}\right]\)
        \(C_{i} \leftarrow\) clauses in \(\operatorname{pre}\left(\bar{O}_{i}\right)\) not implied by \(\left.L_{i}\right\}\)
        \(K_{i} \leftarrow\left\{\right.\) vars in clauses of \(\left.\operatorname{pre}\left(\bar{O}_{i}\right)\right\} \backslash \operatorname{vars}\left(C_{i}\right) \quad \triangleright\) causally linked variables
        \(V_{i} \leftarrow V_{i-1} \cup\left\{v \in \operatorname{vars}(c) \forall c \in C_{i}\right\}\)
        \(O_{i} \leftarrow\left\{o \in \mathcal{O}:\right.\) eff \(\left.(o) \cap V_{i} \neq \varnothing\right\}\)
    until \(V_{i}=V_{i-1}\)
    \(\mathcal{V}^{\prime} \leftarrow V_{n} \backslash\{\) DUMMY_GOAL_VAR \(\}\)
    \(\mathcal{K}^{\prime} \leftarrow K_{n} \backslash\{\) DUMMY_GOAL_VAR \(\}\)
    \(\mathcal{O}^{\prime} \leftarrow O_{n} \backslash\{\) dummy_goal_operator \((G)\}\)
    return \(\left\langle\mathcal{V}^{\prime}, \mathcal{K}^{\prime}, \mathcal{O}^{\prime}\right\rangle\)
```

```
Algorithm 3 MERGESAMEEFFECTS
Input: \(O_{i}, V_{i}\)
c Output: \(\bar{O}_{i}\)
    \(O_{\text {equiv }} \leftarrow\) Partition \(O_{i}\) based on effects on \(V_{i}\) and cost.
    \(\bar{O}_{i} \leftarrow\) merge operators in equivalence classes: \(\{\)
        pre : take disjunction of preconditions \& simplify
        eff : copy effects on \(V_{i}\) (identical)
        \(c:\) copy cost of component operators (identical) \(\}\)
    return \(\bar{O}_{i}\)
```


### 6.2.2 Merging Same-Effect Operators

The second task-scoping simplification reflects the idea that actions with identical effects on relevant variables are interchangeable and can therefore be merged. Algorithm 2-b extends the previous version by adding the MERGESAMEEFFECTS function on line 4, which is detailed in Algorithm 3.

The merging procedure partitions the relevant operators $O_{i}$ into equivalence classes that have identical costs and effects on relevant variables $V_{i}$. Each resulting merged operator removes any effects on non-relevant variables, and its precondition is the disjunction of the original operators (simplified to remove any unnecessary clauses using Z3). As a result, line 7 of Algorithm 2 now produces potentially fewer precondition clauses $C_{i}$ from which to add relevant variables in line 8 . Note that the merged operators never appear in $\mathcal{O}^{\prime}$, only the non-merged originals.

For example, suppose $N_{\text {Food }}$ is the only relevant variable (perhaps the task is now to gather food). The operators hunt and gather both modify $N_{\text {Food }}$, so both are marked as relevant. Algorithm 2-b then calls

MERGESAMEEfFEcts and determines that both operators have the same effect on $N_{\text {Food }}$, the only relevant variable, and can therefore be merged. After simplifying preconditions, the merge results in the following operator (name added for clarity):

```
get_food:
    pre: }\neg(\mp@subsup{N}{\mathrm{ FOOD }}{}=N
    eff : ( }\mp@subsup{N}{\mathrm{ FOOD }}{}+=1
```

In this example, HUNGRY was not relevant to begin with and does not appear in the merged operator's precondition, so it would remain irrelevant. As a result, the eat and wait operators, which modify HUNGRY, never become relevant either, and the algorithm will return $\mathcal{O}^{\prime}=\{$ hunt, gather $\}$.

### 6.2.3 Causally Linked Irrelevance

The third task-scoping simplification we introduce captures the idea that agents can ignore variables that already match relevant preconditions and goal clauses, unless a relevant action modifies them. This corresponds to the concept of causal links (McAllester and Rosenblitt, 1991). A clause is causally linked when (1) it is implied by some state (here we only consider causal links from $s_{0}$ ), (2) it appears in the precondition of a subsequent operator, and (3) it is not modified by any operators in between. In the Minecraft example of Section 6.1.1, this corresponded to the variable HUNGRY. Since the initial state and goal both contained the clause $\neg$ HUNGRY and no relevant operator modified it, HUNGRY was causally linked and could safely be removed.

The full Algorithm 2 builds on the previous version by additionally identifying clauses $L_{i}$ (in lines 5-6) that are causally linked with the initial state $s_{0}$ and contain no overlap with any variables mentioned in the effects of relevant operators. ${ }^{4}$ Note that Algorithm 2 is guaranteed to terminate, since $\mathcal{V}$ is finite and $V_{i-1} \subseteq V_{i} \subseteq \mathcal{V}$ for every iteration.

### 6.2.4 Main Theorem

We show in this section that Algorithm 2 produces a simplification of the original planning problem that contains all optimal plans. The proof works by removing unnecessary operators from each plan, and makes use of a Merge Substitution lemma, which ensures that the resulting action sequences are still valid plans.

For any quantity $X_{i}$ in the algorithm, we will use the subscript $X_{n}$ to indicate the value $X_{i}$ has in the final iteration of the algorithm. For example, $K_{n}$ is the final set of causally linked variables. Additionally, for a set of state variables $Z \subseteq \mathcal{V}$, we use the notation $s[Z]$ to denote the partial state of $s$ with respect to only the variables in $Z$.

[^19]Lemma 6.2.1 (Merge Substitution). Let o be any operator in $O_{n}$, $s$ any state that implies pre (o), and $s^{\prime} \neq s$ another state. If the partial state of $s^{\prime}$ with respect to relevant and causally linked variables is the same as in state $s$ (i.e. $s^{\prime}\left[V_{n} \cup K_{n}\right]=s\left[V_{n} \cup K_{n}\right]$ ), then there exists another operator $o^{\prime}$, also in $O_{n}$ (and possibly equal to o), such that: $s^{\prime}$ implies pre $\left(o^{\prime}\right)$; o and $o^{\prime}$ have the same effect on $V_{n}$; neither o nor $o^{\prime}$ has any effect on $K_{n}$; and $o$ and $o^{\prime}$ have the same cost.

Proof. Run MergeSameEffects $\left(O_{n}, V_{n}\right)$ to compute $\bar{O}_{n}$, and find the (potentially merged) operator $\bar{o}$ corresponding to $o$. Such an operator exists, because MERGESAMEEFFECTS partitions $O_{n}$.

First we will show that $s^{\prime}$ implies $\operatorname{pre}(\bar{o})$. By construction, pre $(\bar{o})$ contains only variables in $\left(V_{n} \cup K_{n}\right)$, and the clauses containing variables in $K_{n}$ are causally linked. This means that if $s$ implies $\operatorname{pre}(\bar{o})$, and $s^{\prime}\left[V_{n} \cup K_{n}\right]=s\left[V_{n} \cup K_{n}\right]$, then $s^{\prime}$ also implies $\operatorname{pre}(\bar{o})$. Since $\operatorname{pre}(\bar{o})$ is just the disjunction of the preconditions of its component operators, it must be the case that $s^{\prime}$ implies the precondition of at least one such component operator $o^{\prime} \in O_{n}$.

Since $o^{\prime}$ and $o$ correspond to the same abstract operator $\bar{o}$, they must have the same effect on $V_{n}$ and the same cost. Since both operators are in $O_{n}$, neither can affect $K_{n}$.

Theorem 3. Every shortest cost-optimal plan for a given task uses a subset of the operators returned by Algorithm 2.

Proof. We will show that for any plan $\pi$ containing operators not in $O_{n}$, there exists another plan $\pi^{\prime}$ that is shorter, has lesser or equal cost, and only uses operators in $O_{n}$.

We will go through the operators of $\pi$, from the beginning to the end, and for each operator $o$, add a corresponding operator to $\pi^{\prime}$ as follows:

1. If $o$ affects at least one variable in $V_{n}$ and can be taken from the current state of the modified plan, keep it; $o$ is in $O_{n}$, since it modifies a variable in $V_{n}$.
2. If $o$ affects at least one variable in $V_{n}$ and cannot be taken from the current state of the modified plan, replace it with an operator $o^{\prime}$ that has the same effects on $V_{n}$ and can be taken from the current state. Such an operator is guaranteed to exist by Lemma 6.2.1.
3. If $o$ does not affect $V_{n}$ (and therefore is not in $O_{n}$ ), add a no-op operator to $\pi^{\prime}$ with the same cost as $o$.

Note that in case 3, the no-op operators need not exist in the domain. We could simply ignore $o$ entirely in this case, but this would make the correspondences between the operators and states of $\pi$ and $\pi^{\prime}$ slightly less clear, since the plans would have different lengths. We will delete the no-ops from $\pi^{\prime}$ after comparing the plans.

Now we provide an inductive proof over the steps in the plan to show that the following inductive assumption holds.

Inductive assumption: At each step, $\pi$ and $\pi^{\prime}$ have the same partial state on $V_{n}$, and $\pi^{\prime}$ 's partial state on $K_{n}$ (the set of causally linked variables) is equal to the initial partial state on $K_{n}$. That is, $s_{i}\left[V_{n}\right]=s_{i}^{\prime}\left[V_{n}\right]$ and $s_{i}^{\prime}\left[K_{n}\right]=s_{0}\left[K_{n}\right]$.

Inductive base: Empty plans share initial state.
Inductive step: Each of the three cases outlined above preserves the inductive assumption.

- Case 1: the original operator $o$ is applicable and does not change the plan. The resulting partial state $s_{i+1}^{\prime}\left[V_{n}\right]=s_{i+1}\left[V_{n}\right]$. Since $o$ is in $O_{n}$, it does not modify $K_{n}$.
- Case 2: this operator replacement is possible due to Lemma 6.2.1 and the inductive assumption. By Lemma 6.2.1, $o$ and $o^{\prime}$ have the same effect on $V_{n}$, no effect on $K_{n}$, and equal cost. Furthermore, $o^{\prime}$ is in $O_{n}$.
- Case 3: o does not modify $V_{n}$, so $s_{i+1}^{\prime}\left[V_{n}\right]=s_{i+1}\left[V_{n}\right]$. The no-op does not affect $K_{n}$, and has equal cost to $o$.

The above inductive argument shows that $\pi^{\prime}$ is also a valid plan, and has the same cost and length as $\pi$. We now delete the no-ops from $\pi^{\prime}$, and afterwards, $\pi^{\prime}$ is shorter than $\pi$, has lesser or equal cost, and uses only operators from $O_{n}$.

For any plan $\pi$ with an operator not in $O_{n}$, there exists a shorter plan of equal or lesser cost, containing only operators in $O_{n}$. Therefore, all shortest cost-optimal plans use only operators from $O_{n}$.

### 6.2.5 Discussion

It should be clear that Algorithm 2 does not involve searching through specific states. Rather, it reasons over the variables and operators of the planning problem. Space precludes a thorough complexity analysis, but Algorithm 2's worst-case complexity is dominated by $|\mathcal{V}| \times|\mathcal{O}|$. Since $|\mathcal{V}| \times|\mathcal{O}|$ is generally much smaller than the problem's full state-action space (which may even be infinite), deriving a task-scoping simplification is thus often significantly more efficient than planning over the original problem. ${ }^{5}$

The simplifications in the previous sections are not intended to be an exhaustive list of task-scoping simplifications. More aggressive simplifications are clearly possible, particularly when considering causal links.

### 6.3 Experimental Evaluation

Algorithm 2 is agnostic to which particular representation is used to express the planning problem. To demonstrate its performance and utility empirically, we customized it to work with both numeric PDDL 2.1
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Figure 6.2: Results for the Multi-Switch Continuous Playroom domain. Total planning time with task scoping is essentially constant compared to the baseline, even as the size of the domain grows exponentially. (Total planning time includes scoping time; error bars show standard deviation across 10 independent trials.)
level 2 (Fox and Long, 2003), and SAS+ (Bäckström, 1992; Helmert, 2006). The output of the algorithm consists of relevant variables $\mathcal{V}^{\prime}$, causally linked variables $\mathcal{K}^{\prime}$, and relevant operators $\mathcal{O}^{\prime}$. For SAS+, we simply remove operators outside of $\mathcal{O}^{\prime}$ and causally linked goal conditions. For PDDL, we remove lifted operators from the domain file whenever they correspond to no grounded operators in $\mathcal{O}^{\prime}$, and we remove objects from the problem file whenever they correspond to no variables in $\mathcal{V}^{\prime} \cup \mathcal{K}^{\prime} .{ }^{6}$ Since this is a more conservative simplification, it is still a valid task-scoping simplification.

All experiments were conducted on a cluster of 2.90 GHz Intel Xeon Platinum 8268 CPUs, using 2 virtual cores and 16 GB of RAM per trial, and measurements are averaged across 10 independent trials.

### 6.3.1 Numeric Domains with ENHSP

We first investigate our approach's performance and utility in numeric domains. In all the following experiments, we run ENHSP (Scala et al., 2020) in optimal mode (WAStar+hrmax) with and without task scoping as a pre-processing step. We measure wall-clock time and nodes generated during search to produce a plan.

Multi-Switch Continuous Playroom. In order to study how our approach scales with the size of the input problem in a simplified setting, we implemented the continuous playroom domain from Singh et al. (2004a) in PDDL 2.1. In this domain, the agent can move in cardinal directions within a grid. Its goal is to pick up a ball and throw it at a bell, but this requires first pressing a number of green buttons, which in turn requires

[^21]| Problem | Operators |  | State Variables |  | Evaluations |  | Scoping | Planning |  | Total Time (s) |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: |
|  | Unscoped | Scoped | Unscoped | Scoped | Unscoped | Scoped |  | Scoped | Unscoped | Scoped |  |
| Playroom 1 | 18 | $\mathbf{1 4}$ | 22 | $\mathbf{1 2}$ | 13.0 M | $\mathbf{1 1 . 3 M}$ | $0.3 \pm 0.1$ | $397 \pm 20$ | $703 \pm 13$ | $\mathbf{3 9 7} \pm \mathbf{2 0}$ |  |
| Playroom 3 | 38 | $\mathbf{1 4}$ | 48 | $\mathbf{1 2}$ | 14.9 M | $\mathbf{1 1 . 3 M}$ | $0.5 \pm 0.0$ | $400 \pm 15$ | $1440 \pm 63$ | $\mathbf{4 0 1} \pm \mathbf{1 5}$ |  |
| Playroom 5 | 74 | $\mathbf{1 4}$ | 82 | $\mathbf{1 2}$ | 15.2 M | $\mathbf{1 1 . 3 M}$ | $0.9 \pm 0.0$ | $400 \pm 13$ | $1981 \pm 25$ | $\mathbf{4 0 1} \pm \mathbf{1 3}$ |  |
| Playroom 7 | 126 | $\mathbf{1 4}$ | 124 | $\mathbf{1 2}$ | 15.2 M | $\mathbf{1 1 . 3 M}$ | $1.5 \pm 0.1$ | $391 \pm 6$ | $2686 \pm 114$ | $\mathbf{3 9 3} \pm \mathbf{6}$ |  |
| Playroom 9 | 194 | $\mathbf{1 4}$ | 174 | $\mathbf{1 2}$ | 15.2 M | $\mathbf{1 1 . 3 M}$ | $2.3 \pm 0.1$ | $403 \pm 14$ | $3510 \pm 121$ | $\mathbf{4 0 6} \pm \mathbf{1 4}$ |  |
| Composite (depot) | 1809 | $\mathbf{1 0 6 2}$ | 592 | $\mathbf{1 5 4}$ | $(>19.0 \mathrm{M})$ | $\mathbf{4 8 8 K}$ | $26.6 \pm 0.3$ | $84.9 \pm 0.9$ | $(>5.8 \mathrm{~K})$ | $\mathbf{1 1 1 . 5} \pm \mathbf{1 . 1}$ |  |
| Composite (driverlog) | 1809 | $\mathbf{3 3 6}$ | 592 | $\mathbf{2 6 3}$ | $(>18.6 \mathrm{M})$ | $\mathbf{6 6 K}$ | $22.6 \pm 0.1$ | $4.7 \pm 0.3$ | $(>4.3 \mathrm{~K})$ | $\mathbf{2 7 . 3} \pm \mathbf{0 . 4}$ |  |
| Composite (satellite) | 1809 | $\mathbf{9 4}$ | 592 | $\mathbf{1 5 7}$ | $(>22.1 \mathrm{M})$ | $\mathbf{9 2 K}$ | $23.4 \pm 0.2$ | $3.8 \pm 0.4$ | $(>5.3 \mathrm{~K})$ | $\mathbf{2 7 . 2} \pm \mathbf{0 . 4}$ |  |
| Composite (zenotravel) | 1809 | $\mathbf{3 7}$ | 592 | $\mathbf{3 6}$ | 1.7 M | $\mathbf{5 9 8}$ | $11.7 \pm 0.1$ | $1.1 \pm 0.1$ | $363 \pm 2$ | $\mathbf{1 2 . 7} \pm \mathbf{0 . 1}$ |  |
| Minecraft (planks) | 106 | $\mathbf{2 2}$ | 268 | $\mathbf{5 8}$ | 353 | $\mathbf{3 3 8}$ | $4.8 \pm 0.1$ | $1.3 \pm 0.2$ | $\mathbf{1 . 7} \pm \mathbf{0 . 2}$ | $6.1 \pm 0.3$ |  |
| Minecraft (wool) | 106 | $\mathbf{1 8}$ | 268 | $\mathbf{5 8}$ | 1.6 M | $\mathbf{6 6 1 2}$ | $4.1 \pm 0.1$ | $1.7 \pm 0.2$ | $432.5 \pm 21.5$ | $\mathbf{5 . 8} \pm \mathbf{0 . 2}$ |  |
| Minecraft (bed) | 106 | $\mathbf{2 5}$ | 268 | $\mathbf{6 4}$ | $(>14.2 \mathrm{M})$ | $\mathbf{1 . 1 M}$ | $5.0 \pm 0.1$ | $173.1 \pm 8.0$ | $(>4.3 \mathrm{~K})$ | $\mathbf{1 7 8 . 1} \pm \mathbf{8 . 0}$ |  |

Table 6.1: Numeric planning results. Task scoping removes irrelevant operators and state variables, which leads to significant reductions in evaluations and planning time. Boldface denotes better performance. Standard deviation is across 10 trials. $(>N)$ denotes out-of-memory.
turning on a number of lights. Both the lights and buttons are strewn throughout the grid. In our experiments, we create progressively larger problems with more buttons and lights, yet ensure that all green buttons are turned on in the initial state. This renders the lights causally-linked with the initial state, so all corresponding actions that affect them are irrelevant.

The results, shown in Figure 6.2, demonstrate that task scoping is able to keep planning time relatively constant compared to the baseline, even as the size of the problem grows exponentially. Table 6.1 provides more detail, and shows that even after accounting for the time required to perform task scoping, the scoped planner still finds plans more quickly than the unscoped baseline.

Composite IPC Domains. Task scoping is intended to make open-scope planning tractable, but most existing benchmarks are not open-scope: they have been carefully hand-designed to exclude any task-irrelevant information. While a full investigation of how to learn such an open-scope model is beyond the scope of this dissertation, it is straightforward to construct an open-scope domain from existing benchmarks: simply combine multiple domains together and attempt to solve a problem from any one of them.

We construct such a model by combining the domain and problem files of the Depots, Driverlog, Satellite, and Zenotravel domains from IPC 2002 (Long and Fox, 2003) into a single composite domain file and 4 different composite problem files. The problem files differ only in their goal condition: each file contains a goal related to a specific sub-domain, and the variables and actions related to the other 3 domains are task-irrelevant.

The results in Table 6.1 indicate that task scoping can dramatically reduce the number of operators, which makes optimal open-scope planning tractable in all four tasks, whereas ENHSP typically runs out of memory without scoping.

Minecraft. To examine the utility of task scoping on a novel open-scope domain of interest, we created a planning domain containing simplified dynamics and several tasks from Minecraft and pictured in Figure 6.1. The domain features interactive items at various locations in the map, which the agent can destroy, place

| Problem | Operators |  | Expansions |  | Evaluations |  | Translate | Scoping | Planning Time (s) |  | Total Time (s) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Unscoped | Scoped | Unscoped | Scoped | Unscoped | Scoped |  |  | Unscoped | Scoped | Unscoped | Scoped |
| Driverlog 15 | 2592 | 2112 | 1392 | 1379 | 23K | 21K | $0.5 \pm 0.0$ | $3.6 \pm 0.2$ | $4.4 \pm 0.1$ | $3.1 \pm 0.1$ | $4.9 \pm 0.2$ | $7.2 \pm 0.2$ |
| Driverlog 16 | 4890 | 3540 | 3618 | 3087 | 87K | 60K | $0.7 \pm 0.0$ | $8.3 \pm 0.3$ | $19.8 \pm 0.8$ | $8.1 \pm 0.2$ | $20.5 \pm 0.8$ | $17.1 \pm 0.5$ |
| Driverlog 17 | 6170 | 3770 | 1058 | 985 | 29K | 21K | $0.8 \pm 0.0$ | $9.6 \pm 0.3$ | $22.0 \pm 0.9$ | $7.9 \pm 0.2$ | $22.8 \pm 1.0$ | $18.3 \pm 0.5$ |
| Logistics 15 | 650 | 250 | 6395 | 6395 | 153K | 118K | $0.3 \pm 0.1$ | $0.7 \pm 0.1$ | $11.6 \pm 0.2$ | $3.3 \pm 0.1$ | $11.9 \pm 0.2$ | $4.2 \pm 0.1$ |
| Logistics 20 | 650 | 250 | 15K | 14K | 381 K | 260K | $0.3 \pm 0.0$ | $0.7 \pm 0.0$ | $26.9 \pm 0.3$ | $5.9 \pm 0.1$ | $27.2 \pm 0.3$ | $6.9 \pm 0.2$ |
| Logistics 25 | 650 | 290 | 68 K | 67K | 1.7M | 1.3M | $0.3 \pm 0.0$ | $0.8 \pm 0.0$ | $127.7 \pm 1.4$ | $34.8 \pm 0.4$ | $128.0 \pm 1.4$ | $35.8 \pm 0.4$ |
| Satellite 05 | 609 | 339 | 1034 | 1034 | 63 K | 35K | $0.3 \pm 0.1$ | $0.6 \pm 0.1$ | $2.0 \pm 0.0$ | $0.6 \pm 0.0$ | $2.3 \pm 0.1$ | $1.5 \pm 0.0$ |
| Satellite 06 | 582 | 362 | 5766 | 4886 | 312K | 166K | $0.3 \pm 0.1$ | $0.5 \pm 0.1$ | $6.3 \pm 0.1$ | $1.7 \pm 0.0$ | $6.6 \pm 0.1$ | $2.5 \pm 0.0$ |
| Satellite 07 | 983 | 587 | 125K | 96K | 10.5M | 4.9 M | $0.4 \pm 0.1$ | $0.9 \pm 0.1$ | $333.1 \pm 1.8$ | $50.9 \pm 0.3$ | $333.4 \pm 1.8$ | $52.2 \pm 0.3$ |
| Zenotravel 10 | 1155 | 1095 | 24K | 24K | 676K | 655K | $0.3 \pm 0.0$ | $2.4 \pm 0.1$ | $37.7 \pm 0.7$ | $33.2 \pm 0.4$ | $38.1 \pm 0.7$ | $35.9 \pm 0.5$ |
| Zenotravel 12 | 3375 | 3159 | 4766 | 4735 | 222K | 211K | $0.6 \pm 0.0$ | $7.4 \pm 0.1$ | $45.5 \pm 0.1$ | $39.2 \pm 0.3$ | $46.0 \pm 0.2$ | $47.2 \pm 0.3$ |
| Zenotravel 14 | 6700 | 6200 | 6539 | 6539 | 599K | 588K | $1.0 \pm 0.0$ | $14.2 \pm 0.2$ | $232.4 \pm 18.5$ | $193.2 \pm 8.7$ | $233.4 \pm 18.5$ | $208.3 \pm 8.6$ |

Table 6.2: Classical planning results. Task scoping removes irrelevant operators from every domain, which leads to significant reductions in node expansions, evaluations, and planning time. Boldface denotes better performance. Standard deviation is across 10 trials.
elsewhere, or use to craft different items. Thus, the domain is truly open-scope: it supports a large variety of potential tasks such that most objects and actions are irrelevant to most tasks. Within this domain, we wrote PDDL 2.1 files to express 3 specific tasks: (1) craft wooden planks, (2) dye 3 wool blocks blue, and (3) craft and place a blue bed at a specific location (which requires completing both prior tasks as subgoals). The results show that task scoping is able to recognize and remove a large number of irrelevant operators depending on the task chosen within this domain, as shown in Table 6.1. This dramatically speeds up planning time for the wool-dyeing and bed-making tasks. ${ }^{7}$

### 6.3.2 Classical Planning with Fast Downward

Having investigated our approach's utility and performance in a variety of numeric domains, we now turn to propositional domains. We are interested in examining whether our approach is able to discover taskirrelevant information beyond what the translator component of the well-known Fast-Downward planning system (Helmert, 2006), and whether removing such irrelevance can substantially improve planning time. To this end, we selected 4 benchmark domains (Logistics, DriverLog, Satellite, Zenotravel) from the optimal track of several previous iterations of the International Planning Competition (IPC) (Long and Fox, 2003; Vallati et al., 2015; Gerevini et al., 2009; Long et al., 2000). Since these domains do not contain any task-irrelevance on their own (Hoffmann et al., 2006), we modified 3 problem files from each domain with initial states and goals set to introduce irrelevance while keeping the domain files fixed. We grounded each problem to SAS+ using FD's translator, ran task scoping on the resulting SAS+ file, then ran the FD planner with the LM-cut heuristic (Helmert and Domshlak, 2009) on this problem. We report number of operators, planning time, and nodes expanded and evaluated during search both with and without task scoping.

The results (see Table 6.2) reveal that task scoping can abstract some of these problems beyond what FD's translator can accomplish alone and lead to a net speedup. Algorithm 2 reduces the number of operators significantly for all 4 domains. This difference was mostly because FD's translator was unable to remove any

[^22]causally-linked irrelevant variables or operators, though it was able to remove the simpler types of irrelevance discussed in Section 6.2.1.

### 6.4 Related Work

The Fast Downward Planning System (Helmert, 2006) performs Algorithm 2-a from Section 6.2.1 as part of its knowledge compilation process. This is backwards reachability analysis on what the authors call the achievability causal graph. The MERGESAMEEFFECTS extension can be interpreted as computing abstract operators with fewer preconditions, making the causal graph sparser. The causal links extension (lines 5-7 of Algorithm 2) also makes the causal graph sparser by ignoring satisfied clauses of preconditions. The sparser causal graph means that the backwards reachability analysis terminates sooner, with fewer variables marked as potentially relevant.

Another popular method for reducing the size of the search space is the discovery of forward and backward invariants (a.k.a mutex constraints) (Bonet and Geffner, 2001; Edelkamp and Helmert, 1999; Chen et al., 2007; Alcázar and Torralba, 2015). Removing such invariants removes unreachable states or dead-end states, and their associated operators, from the planning problem and has been shown to dramatically improve search (Helmert, 2006). However, removing invariants essentially amounts to removing states and operators that cannot be part of any plan. By contrast, our approach removes states that are very much reachable from both the initial and goal states; removing them does not preserve all plans, but rather all optimal plans.

Some recent work removes operators and corresponding states (Fišer et al., 2019; Horčík and Fišer, 2021) that may be part of plans, but can still be safely ignored to preserve at least one optimal plan. This research is based on the central idea that some operators, or transitions (Haslum et al., 2013; Torralba and Kissmann, 2015), in plans may be strictly dominated by others, and thus can be safely removed. Our work can be seen as focusing on efficiently removing a subset of such dominated operators and states. Importantly, these existing approaches depend on problems having a finite state space-they often rely on "factorizing" a problem into smaller problems (Horčík and Fišer, 2021; Torralba and Hoffmann, 2015) and performing potentially expensive operations like symmetry-checking or constraint-satisfaction over these smaller problems. By contrast, our approach can handle infinite state spaces (as long as the number of variables and operators is finite), and Algorithm 2's complexity does not scale with the size of the state space, but rather with the number of (grounded) variables and operators.

Yet another line of work involves using abstractions to derive heuristics to guide search within the concrete problem (Culberson and Schaeffer, 1998; Nebel et al., 1997; Katz and Domshlak, 2010). Some of these approaches can use richer families of abstractions than Algorithm 2 (for example, Cartesian abstractions). However, such approaches do not directly remove irrelevance from planning tasks, since the resulting abstractions do not necessarily preserve any valid plans. Some of this research (Rovner et al., 2019; Seipp and Helmert, 2018) performs an iterative abstraction refinement similar to our approach, but interleaves planning and abstraction refinement whereas Algorithm 2 does not need to perform planning to refine its simplification.

### 6.5 Conclusion

Task scoping enables existing domain-independent planners to generalize to a much broader class of openscope planning problems. By carefully removing irrelevant variables and actions from consideration, our algorithm allows planners to overcome the exponential cost of planning with large amounts of irrelevant information. This reduction in problem complexity leads to substantial improvements in planning time, even after accounting for the time spent deriving such simplifications. Moreover, planners that use these simplifications do not suffer any penalty in terms of plan quality, as all optimal plans are guaranteed to be preserved under our algorithm. This work builds on the already impressive legacy of domain-independent planners as general-purpose problem solvers, and represents an important step on the path to realizing truly general decision-making agents.

## Chapter 7

## Closing Remarks

I never am really satisfied that I understand anything; because, understand it well as I may, my comprehension can only be an infinitesimal fraction of all I want to understand.

General-purpose decision making requires agents to be highly adaptible. Their effectiveness depends on their ability to overcome challenges that their designers did not anticipate. Such flexibility demands both a sensorimotor space rich enough to support a wide array of tasks, and the capacity to simplify the inevitable complexity contained therein. This dissertation investigated several ways to build agents that automatically learn useful decision-making abstractions for both reinforcement learning and planning.

In reinforcement learning, we developed a method that learns abstract state representations to deal with noisy, high-dimensional observations. The method overcomes longstanding challenges in representation learning with a practical training objective that provably retains sufficient information to characterize the environment's Markov transition dynamics. The learned representations were human-interpretable and led to state-of-the-art performance across a wide range of applications.

We then expanded our focus to general decision processes where the agent's observations were insufficient and required augmentation with memory. We introduced the $\lambda$-discrepancy and proved that it is a reliable indicator of non-Markov observations. We then used this quantity as a training signal to learn history abstractions that resolve partial observability, thereby supporting both the estimation of Markov value functions and the expression of Markov optimal policies.

Next, we explored action abstractions that align with the demands of factored black-box planning. We constructed libraries of skills with focused, interpretable effects, and in so doing, enabled black-box planners
to make substantially better use of their goal-counting-based planning heuristics. This led to dramatically faster planning without any reliance on human-designed action schemas.

Finally, we looked at world-model abstractions that ignore task-irrelevant complexity. We introduced three forms of task-scoping simplifications based on backwards relevance chaining, operator merging, and causal links analysis, and proved that all three preserve optimal plans. We then showed that scoping tasks prior to planning can greatly decrease subsequent planning time while adding virtually no overhead, often improving efficiency by orders of magnitude.

Together, these examples provide compelling evidence for the thesis that by discovering and exploiting the structure in their environment, agents can autonomously build decision-making abstractions that are beneficial for learning and planning.

They also raise interesting and important new questions. How should an agent decide which abstraction method to employ first? For abstractions that rely on having a factored state space, where might such a factorization come from? For tasks involving planning, how does the agent acquire its world model? If the world model is to be learned, how can the agent ensure it is accurate? Can the agent ever guarantee that the environment has been sufficiently explored? Even more fundamentally, which decision making framework is most appropriate for the problem at hand? Seeking answers to these questions is essential if we hope to one day build truly general-purpose agents that are more than just mere reflections of their designers' intelligence.

## Appendix

## Appendix A

## Markov State Abstractions

## A. 1 Limitations

Our approach enables agents to automatically construct useful, Markov state representations for reinforcement learning from rich observations. Since most reinforcement learning algorithms implicitly assume Markov abstract state representations, and since agents may struggle to learn when that assumption is violated, this work has the potential to benefit a large number of algorithms.

Our training objective is designed for neural networks, which are not guaranteed to converge to a global optimum when trained with stochastic gradient descent. Typically, such training objectives will only approximately satisfy the theoretical conditions they encode. However, this is not a drawback of our method-it applies to any representation learning technique that uses neural networks. Moreover, as neural network optimization techniques improve, our method will converge to a Markov abstraction, whereas other approaches may not. In the meantime, systems in safety-critical domains should ensure that they can cope with non-Markov abstractions without undergoing catastrophic failures.

We have shown experimentally that our method is effective in a variety of domains; however, other problem domains may require additional hyperparameter tuning, which can be expensive. Nevertheless, one benefit of our method is that Markov abstractions can be learned offline, without access to reward information. This means our algorithm could be used, in advance, to learn an abstraction for some problem domain, and then subsequent tasks in that environment (perhaps with different reward functions) could avoid the problem of perceptual abstraction as well as any associated training costs.

## A. 2 Glossary of Symbols

Here we provide a glossary of the most commonly-used symbols appearing in the rest of the chapter.

| Symbol | Description |
| :--- | :--- |
| $M=(X, A, R, T, \gamma)$ | Ground MDP |
| $X$ | Observed (ground) state space |
| $A$ | Action space |
| $R\left(x^{\prime}, a, x\right)$ | Reward function |
| $T\left(x^{\prime} \mid a, x\right)$ | Transition model |
| $\gamma$ | Discount factor |
| $R^{(k)}\left(x^{\prime}, a, x,\{\cdots\}_{i=1}^{k}\right)$ | Reward function conditioned on $k$ steps of additional history |
| $T^{(k)}\left(x^{\prime} \mid a, x,\{\cdots\}_{i=1}^{k}\right)$ | Transition model conditioned on $k$ steps of additional history |
| $S$ | Unobserved (latent) state space, assumed for block MDPs |
| $\sigma: S \rightarrow \operatorname{Pr}(X)$ | Sensor function for producing observed states |
| $\sigma^{-1}: X \rightarrow S$ | Hypothetical "inverse-sensor" function, assumed for block MDPs |
| $\phi: X \rightarrow Z$ | Abstraction function |
| $w(x)$ | Fixed ground-state weighting function for constructing an abstract |
| $B_{\phi, t}^{\pi}\left(x \mid z_{t}\right)$ | MDP (Li et al., 2006) |
| $B_{\phi, t}^{\pi(k)}\left(x \mid z_{t},\left\{a_{t-i}, z_{t-i}\right\}_{i=1}^{k}\right)$ | Belief distribution conditioned on $k$ steps of history |
| $M_{\phi}=\left(Z, A, R_{\phi, t}^{\pi}, T_{\phi, t}^{\pi}, \gamma\right)$ | Abstract decision process (possibly non-Markov) |
| $Z$ | Abstract state space |
| $R_{\phi, t}^{\pi}\left(z^{\prime}, a, z\right)$ | Abstract reward function |
| $T_{\phi, t}^{\pi}\left(z^{\prime} \mid a, z\right)$ | Abstract transition model |
| $R_{\phi, t}^{\pi(x)}\left(z^{\prime}, a, z,\{\cdots\}_{i=1}^{k}\right)$ | Abstract reward function conditioned on $k$ steps of additional history |
| $T_{\phi, t}^{\pi \pi(k)}\left(z^{\prime} \mid a, z,\{\cdots\}_{i=1}^{k}\right)$ | Abstract transition model conditioned on $k$ steps of additional history |
| $\pi(a \mid x)$ | A policy |
| $\pi^{*}$ | An optimal policy |
| $\Pi_{C}$ | An arbitrary policy class |
| $\Pi_{\phi}$ | The class of abstract policies induced by abstraction $\phi$ |
| $V^{\pi}: X \rightarrow \mathbb{R}$ | The value function induced by $\pi$ |
| $P_{t}^{\pi}(x)$ | Ground-state visitation distribution |
| $P_{t}^{\pi}\left(x^{\prime} \mid x\right)$ | Expected next-state dynamics model |
| $I_{t}^{\pi}\left(a \mid x^{\prime}, x\right)$ | Inverse dynamics model |
| $P_{\phi, t}^{\pi}(z)$ | Abstract-state visitation distribution |
| $P_{\phi, t}^{\pi}\left(z^{\prime} \mid z\right)$ | Abstract expected next-state dynamics model |
| $I_{\phi, t}^{, ~}\left(a \mid z^{\prime}, z\right)$ | Abstract inverse dynamics model |
| $P_{t}^{\pi}\left(x, a \mid x^{\prime}\right)$ | Backwards dynamics model, used for kinematic inseparability |
|  |  |

Table A.1: Glossary of symbols

## A. 3 General-Policy Definitions

## A.3.1 General-Policy Definitions

The definitions of $T_{\phi, t}^{\pi}$ and $R_{\phi, t}^{\pi}$ in Section 3.2 only apply when the policy $\pi$ is a member of $\Pi_{\phi}$. Here we derive more general definitions that are valid for arbitrary policies, not just those in $\Pi_{\phi}$. For the special case where $\pi \in \Pi_{\phi}$, these definitions are equivalent to equations (3.3) and (3.4).

## Abstract transition probabilities.

$$
\begin{aligned}
& \operatorname{Pr}\left(z^{\prime} \mid a, z\right) \\
&= \sum_{x^{\prime} \in X} \operatorname{Pr}\left(z^{\prime} \mid x^{\prime}, a, z\right) \operatorname{Pr}\left(x^{\prime} \mid a, z\right) \\
&= \sum_{x^{\prime} \in X: \phi\left(x^{\prime}\right)=z^{\prime}} \operatorname{Pr}\left(x^{\prime} \mid a, z\right) \\
&= \sum_{x^{\prime} \in X: \phi\left(x^{\prime}\right)=z^{\prime}} \sum_{x \in X} \operatorname{Pr}\left(x^{\prime} \mid a, x, z\right) \operatorname{Pr}(x \mid a, z) \\
&= \sum_{x^{\prime} \in X: \phi\left(x^{\prime}\right)=z^{\prime}} \sum_{x \in X} \operatorname{Pr}\left(x^{\prime} \mid a, x, z\right) \frac{\operatorname{Pr}(a \mid x, z) \operatorname{Pr}(x \mid z)}{\sum_{\tilde{x} \in X} \operatorname{Pr}(a \mid \tilde{x}, z) \operatorname{Pr}\left(\tilde{x}_{t} \mid z_{t}\right)} \\
& T_{\phi, t}^{\pi}\left(z^{\prime} \mid a, z\right):=\sum_{x^{\prime} \in X: \phi\left(x^{\prime}\right)=z^{\prime}} \sum_{x \in X: \phi(x)=z} T\left(x^{\prime} \mid a, x\right) \frac{\pi_{t}(a \mid x) B_{\phi, t}^{\pi}(x \mid z)}{\sum_{\tilde{x} \in X} \pi_{t}(a \mid \tilde{x}) B_{\phi, t}^{\pi}(\tilde{x} \mid z)}
\end{aligned}
$$

Abstract rewards.

$$
\begin{aligned}
& \sum_{r \in R} r \operatorname{Pr}\left(r \mid z^{\prime}, a, z\right) \\
= & \sum_{x^{\prime} \in X} \sum_{x \in X} \sum_{r \in R} r \operatorname{Pr}\left(r, x^{\prime}, x \mid z^{\prime}, a, z\right) \\
= & \sum_{x^{\prime} \in X} \sum_{x \in X} \sum_{r \in R} r \operatorname{Pr}\left(r \mid x^{\prime}, z^{\prime}, a, x, z\right) \operatorname{Pr}\left(x^{\prime}, x \mid z^{\prime}, a, z\right) \\
= & \sum_{x^{\prime} \in X} \sum_{x \in X} R\left(x^{\prime}, a, x\right) \frac{\operatorname{Pr}\left(z^{\prime} \mid x^{\prime}, a, x, z\right) \operatorname{Pr}\left(x^{\prime}, x \mid a, z\right)}{\operatorname{Pr}\left(z^{\prime} \mid a, z\right)} \\
= & \sum_{x^{\prime} \in X: \phi\left(x^{\prime}\right)=z^{\prime}} \sum_{x \in X} R\left(x^{\prime}, a, x\right) \frac{\operatorname{Pr}\left(x^{\prime} \mid a, x, z\right) \operatorname{Pr}(x \mid a, z)}{\operatorname{Pr}\left(z^{\prime} \mid a, z\right)} \\
= & \sum_{x^{\prime} \in X: \phi\left(x^{\prime}\right)=z^{\prime}} \sum_{x \in X} R\left(x^{\prime}, a, x\right) \frac{\operatorname{Pr}\left(x^{\prime} \mid a, x\right)}{\operatorname{Pr}\left(z^{\prime} \mid a, z\right)} \frac{\operatorname{Pr}(a \mid x) \operatorname{Pr}(x \mid z)}{\sum_{\tilde{x} \in X} \operatorname{Pr}(a \mid \tilde{x}) \operatorname{Pr}(\tilde{x} \mid z)} \\
R_{\phi, t}^{\pi}\left(z^{\prime}, a, z\right):= & \sum_{x^{\prime} \in X: \phi\left(x^{\prime}\right)=z^{\prime}} \sum_{x \in X: \phi(x)=z} R\left(x^{\prime}, a, x\right) \frac{T\left(x^{\prime} \mid a, x\right) \pi_{t}(a \mid x) B_{\phi, t}^{\pi}(x \mid z)}{T_{\phi, t}^{\pi}\left(z^{\prime} \mid a, z\right) \sum_{\tilde{x} \in X} \pi_{t}(a \mid \tilde{x}) B_{\phi, t}^{\pi}(\tilde{x} \mid z)}
\end{aligned}
$$

## A. 4 Proofs

Here we provide proofs of Theorem 1 and its corollary, which state that the Inverse Model and Density Ratio conditions are sufficient for $\phi$ and $M_{\phi}$ to be Markov. Then, to complement the counterexample from Section 3.2.2, we also present and prove a second theorem which states that, given the Inverse Model condition, the Density Ratio condition is in fact necessary for a Markov abstraction.

## A.4.1 Main Theorem

The proof of Theorem 1 makes use of two lemmas: Lemma A.4.1, that equal $k$-step and $(k-1)$-step belief distributions imply equal $k$-step and $(k-1)$-step transition models and reward functions, and Lemma A.4.2, that equal $k$-step and $(k-1)$-step belief distributions imply equal $(k+1)$-step and $k$-step belief distributions. Since the lemmas apply for any arbitrary policy, we use the general-policy definitions from Appendix A.3.

Lemma A.4.1. Given an MDP $M$, abstraction $\phi$, policy $\pi$, initial state distribution $P_{0}$, and any $k \geq 1$, if $B_{\phi, t}^{\pi(k)}\left(x_{t} \mid z_{t},\left\{a_{t-i}, z_{t-i}\right\}_{i=1}^{k}\right)=B_{\phi, t}^{\pi(k-1)}\left(x_{t} \mid z_{t},\left\{a_{t-i}, z_{t-i}\right\}_{i=1}^{k-1}\right)$, then for all $a_{t} \in A$ and $z_{t+1} \in Z$ :

$$
\begin{aligned}
T_{\phi, t}^{\pi(k)}\left(z_{t+1} \mid\left\{a_{t-i}, z_{t-i}\right\}_{i=0}^{k}\right) & =T_{\phi, t}^{\pi(k-1)}\left(z_{t+1} \mid\left\{a_{t-i}, z_{t-i}\right\}_{i=0}^{k-1}\right) \\
\cap \quad R_{\phi, t}^{\pi(k)}\left(z_{t+1},\left\{a_{t-i}, z_{t-i}\right\}_{i=0}^{k}\right) & =R_{\phi, t}^{\pi(k-1)}\left(z_{t+1},\left\{a_{t-i}, z_{t-i}\right\}_{i=0}^{k-1}\right)
\end{aligned}
$$

In the proof below, we start with $B_{\phi, t}^{\pi(k)}=B_{\phi, t}^{\pi(k-1)}$, and repeatedly multiply or divide both sides by the same quantity, or take the same summations of both sides, to obtain $T_{\phi, t}^{\pi(k)}=T_{\phi, t}^{\pi(k-1)}$, then apply the same process again, making use of the fact that $T_{\phi, t}^{\pi(k)}=T_{\phi, t}^{\pi(k-1)}$, to obtain $R_{\phi, t}^{\pi(k)}=R_{\phi, t}^{\pi(k-1)}$.

Proof:

$$
B_{\phi, t}^{\pi(k)}\left(x_{t} \mid z_{t},\left\{a_{t-i}, z_{t-i}\right\}_{i=1}^{k}\right)=B_{\phi, t}^{\pi(k-1)}\left(x_{t} \mid z_{t},\left\{a_{t-i}, z_{t-i}\right\}_{i=1}^{k-1}\right)
$$

Let $a_{t} \in A$ be any action.

$$
\begin{align*}
& \Rightarrow \quad \pi_{t}\left(a_{t} \mid x_{t}\right) B_{\phi, t}^{\pi(k)}\left(x_{t} \mid z_{t},\left\{a_{t-i}, z_{t-i}\right\}_{i=1}^{k}\right)=\pi_{t}\left(a_{t} \mid x_{t}\right) B_{\phi, t}^{\pi(k-1)}\left(x_{t} \mid z_{t},\left\{a_{t-i}, z_{t-i}\right\}_{i=1}^{k-1}\right) \\
& \Rightarrow \quad \frac{\pi_{t}\left(a_{t} \mid x_{t}\right) B_{\phi, t}^{\pi(k)}\left(x_{t} \mid z_{t},\left\{a_{t-i}, z_{t-i}\right\}_{i=1}^{k}\right)}{\sum_{\tilde{x}_{t} \in X} \pi_{t}\left(a_{t} \mid \tilde{x}_{t}\right) B_{\phi, t}^{\pi(k)}\left(\tilde{x}_{t} \mid z_{t},\left\{a_{t-i}, z_{t-i}\right\}_{i=1}^{k}\right)}=\frac{\pi_{t}\left(a_{t} \mid x_{t}\right) B_{\phi, t}^{\pi(k-1)}\left(x_{t} \mid z_{t},\left\{a_{t-i}, z_{t-i}\right\}_{i=1}^{k-1}\right)}{\sum_{\tilde{x}_{t} \in X} \pi_{t}\left(a_{t} \mid \tilde{x}_{t}\right) B_{\phi, t}^{\pi(k-1)}\left(\tilde{x}_{t} \mid z_{t},\left\{a_{t-i}, z_{t-i}\right\}_{i=1}^{k-1}\right)} . \tag{A.1}
\end{align*}
$$

Let

$$
\begin{equation*}
C_{\phi, t}^{\pi(k)}:=\frac{\pi_{t}\left(a_{t} \mid x_{t}\right) B_{\phi, t}^{\pi(k)}\left(x_{t} \mid z_{t},\left\{a_{t-i}, z_{t-i}\right\}_{i=1}^{k}\right)}{\sum_{\tilde{x}_{t} \in X} \pi_{t}\left(a_{t} \mid \tilde{x}_{t}\right) B_{\phi, t}^{\pi(k)}\left(\tilde{x}_{t} \mid z_{t},\left\{a_{t-i}, z_{t-i}\right\}_{i=1}^{k}\right)} \tag{A.2}
\end{equation*}
$$

Combining (A.1) and (A.2), we obtain:

$$
\begin{array}{rlrl}
C_{\phi, t}^{\pi(k)} & =C_{\phi, t}^{\pi(k-1)} \\
\Rightarrow & \sum_{x_{t} \in z_{t}} \sum_{x_{t+1} \in z_{t+1}} T\left(x_{t+1} \mid a_{t}, x_{t}\right) C_{\phi, t}^{\pi(k)} & =\sum_{x_{t} \in z_{t}} \sum_{x_{t+1} \in z_{t+1}} T\left(x_{t+1} \mid a_{t}, x_{t}\right) C_{\phi, t}^{\pi(k-1)} \\
\Leftrightarrow & T_{\phi, t}^{\pi(k)}\left(z_{t+1} \mid\left\{a_{t-i}, z_{t-i}\right\}_{i=0}^{k}\right) & =T_{\phi, t}^{\pi(k-1)}\left(z_{t+1} \mid\left\{a_{t-i}, z_{t-i}\right\}_{i=0}^{k-1}\right) . \tag{A.4}
\end{array}
$$

Additionally, we can combine (A.3) and (A.4) and apply the same approach for rewards:

$$
\begin{array}{rlrl} 
& C_{\phi, t}^{\pi(k)} & =C_{\phi, t}^{\pi(k-1)} \\
\Rightarrow & & \frac{C_{\phi, t}^{\pi(k)}}{T_{\phi, t}^{\pi(k)}\left(z_{t+1} \mid\left\{a_{t-i}, z_{t-i}\right\}_{i=0}^{k}\right)} & =\frac{C_{\phi, t}^{\pi(k-1)}}{T_{\phi, t}^{\pi(k-1)}\left(z_{t+1} \mid\left\{a_{t-i}, z_{t-i}\right\}_{i=0}^{k-1}\right)} \\
\Rightarrow \quad & \frac{T\left(x_{t+1} \mid a_{t}, z_{t}\right) C_{\phi, t}^{\pi(k)}}{T_{\phi, t}^{\pi(k)}\left(z_{t+1} \mid\left\{a_{t-i}, z_{t-i}\right\}_{i=0}^{k}\right)} & =\frac{T\left(x_{t+1} \mid a_{t}, z_{t}\right) C_{\phi, t}^{\pi(k-1)}}{T_{\phi, t}^{\pi(k-1)}\left(z_{t+1} \mid\left\{a_{t-i}, z_{t-i}\right\}_{i=0}^{k-1}\right)} \\
& R_{\phi, t}^{\pi(k)}\left(z_{t+1},\left\{a_{t-i}, z_{t-i}\right\}_{i=0}^{k}\right) & =R_{\phi, t}^{\pi(k-1)}\left(z_{t+1},\left\{a_{t-i}, z_{t-i}\right\}_{i=0}^{k-1}\right) . \tag{A.5}
\end{array}
$$

Lemma A.4.2. Given an MDP $M$, abstraction $\phi$, policy $\pi$, and initial state distribution $P_{0}$, if it holds that $B_{\phi, t}^{\pi(k)}\left(x_{t} \mid z_{t},\left\{a_{t-i}, z_{t-i}\right\}_{i=1}^{k}\right)=B_{\phi, t}^{\pi(k-1)}\left(x_{t} \mid z_{t},\left\{a_{t-i}, z_{t-i}\right\}_{i=1}^{k-1}\right)$, for all $t \geq k, z_{t} \in Z$, and $x_{t} \in X$ such that $\phi\left(x_{t}\right)=z_{t}$, then for all $z_{t+1} \in Z, x_{t+1} \in X: \phi\left(x_{t+1}\right)=z_{t+1}$,

$$
B_{\phi, t}^{\pi(k+1)}\left(x_{t+1} \mid z_{t+1},\left\{a_{t-i}, z_{t-i}\right\}_{i=0}^{k}\right)=B_{\phi, t}^{\pi(k)}\left(x_{t+1} \mid z_{t+1},\left\{a_{t-i}, z_{t-i}\right\}_{i=0}^{k-1}\right)
$$

To prove this lemma, we invoke Lemma A.4.1 to obtain $T_{\phi, t}^{\pi(k)}=T_{\phi, t}^{\pi(k-1)}$, and then follow the same approach as before, performing operations to both sides until we achieve the desired result.

## Proof:

Let $T_{\phi, t}^{\pi(k)}$ be defined via (3.3) and (3.2). Applying Lemma A.4.1 to the premise gives:

$$
T_{\phi, t}^{\pi(k)}\left(z_{t+1} \mid\left\{a_{t-i}, z_{t-i}\right\}_{i=0}^{k}\right)=T_{\phi, t}^{\pi(k-1)}\left(z_{t+1} \mid\left\{a_{t-i}, z_{t-i}\right\}_{i=0}^{k-1}\right)
$$

Returning to the premise, we have:

$$
\begin{array}{rlrl} 
& B_{\phi, t}^{\pi(k)}\left(x_{t} \mid z_{t},\left\{a_{t-i}, z_{t-i}\right\}_{i=1}^{k}\right) & =B_{\phi, t}^{\pi(k-1)}\left(x_{t} \mid z_{t},\left\{a_{t-i}, z_{t-i}\right\}_{i=1}^{k-1}\right) \\
\Rightarrow \quad \sum_{\phi, t}^{\pi(k)}\left(x_{t} \mid z_{t},\left\{a_{t-i}, z_{t-i}\right\}_{i=1}^{k}\right) \\
T_{\phi, t}^{\pi(k)}\left(z_{t+1} \mid\left\{a_{t-i}, z_{t-i}\right\}_{i=0}^{k}\right) & =\frac{B_{\phi, t}^{\pi(k-1)}\left(x_{t} \mid z_{t},\left\{a_{t-i}, z_{t-i}\right\}_{i=1}^{k-1}\right)}{T_{\phi, t}^{\pi(k-1)}\left(z_{t+1} \mid\left\{a_{t-i}, z_{t-i}\right\}_{i=0}^{k-1}\right)} \\
\Rightarrow \quad \sum_{\substack{x_{t} \in X \\
\phi\left(x_{t}\right)=z_{t}}} \frac{T\left(x_{t+1} \mid a_{t}, x_{t}\right) B_{\phi, t}^{\pi(k)}\left(x_{t} \mid z_{t},\left\{a_{t-i}, z_{t-i}\right\}_{i=1}^{k}\right)}{T_{\phi, t}^{\pi(x)}\left(z_{t+1} \mid\left\{a_{t-i}, z_{t-i}\right\}_{i=0}^{k}\right)} & =\sum_{\substack{x_{t} \in X \\
\phi\left(x_{t}\right)=z_{t}}} \frac{T\left(x_{t+1} \mid a_{t}, x_{t}\right) B_{\phi, t}^{\pi(k-1)}\left(x_{t} \mid z_{t},\left\{a_{t-i}, z_{t-i}\right\}_{i=1}^{k-1}\right)}{T_{\phi, t}^{\pi(k-1)}\left(z_{t+1} \mid\left\{a_{t-i}, z_{t-i}\right\}_{i=0}^{k-1}\right)} \\
\Rightarrow \quad B_{\phi, t}^{\pi(k+1)}\left(x_{t+1} \mid z_{t+1},\left\{a_{t-i}, z_{t-i}\right\}_{i=0}^{k}\right) & =B_{\phi, t}^{\pi(k)}\left(x_{t+1} \mid z_{t+1},\left\{a_{t-i}, z_{t-i}\right\}_{i=0}^{k-1}\right) .
\end{array}
$$

We now summarize the proof of the main theorem. We begin by showing that the belief distributions $B_{\phi, t}^{\pi(k)}$ and $B_{\phi, t}^{\pi(k-1)}$ must be equal for $k=1$, and use Lemma A.4.1 to prove the base case of the theorem. Then we use Lemma A.4.2 to prove that the theorem holds in general.

## Proof of Theorem 1:

Base case. For each $\pi \in \Pi_{\phi}$, let $B_{\phi, t}^{\pi}$ be defined via (3.1). Then, starting from the Density Ratio condition, for any $z_{t+1}, z_{t} \in Z$, and $x_{t+1} \in X$ such that $\phi\left(x_{t+1}\right)=z_{t+1}$, and any action $a_{t-1} \in A$ :

$$
\begin{array}{rlrl} 
& & \frac{P_{\phi, t}^{\pi}\left(z_{t} \mid z_{t-1}\right)}{P_{\phi, t}^{\pi}\left(z_{t}\right)} & =\frac{P_{t}^{\pi}\left(x_{t} \mid z_{t-1}\right)}{P_{t}^{\pi}\left(x_{t}\right)} \\
& \Rightarrow \quad \frac{P_{\phi, t}^{\pi}\left(z_{t} \mid z_{t-1}\right)}{P_{\phi, t}^{\pi}\left(z_{t}\right)} & =\sum_{x_{t-1} \in X} \frac{P_{t}^{\pi}\left(x_{t} \mid x_{t-1}\right)}{P_{t}^{\pi}\left(x_{t}\right)} B_{\phi, t}^{\pi}\left(x_{t-1} \mid z_{t-1}\right) \\
\Rightarrow & \frac{P_{t}^{\pi}\left(x_{t}\right)}{P_{\phi, t}^{\pi}\left(z_{t}\right)} & =\sum_{x_{t-1} \in X} \frac{P_{t}^{\pi}\left(x_{t} \mid x_{t-1}\right) B_{\phi, t}^{\pi}\left(x_{t-1} \mid z_{t-1}\right)}{P_{\phi, t}^{\pi}\left(z_{t} \mid z_{t-1}\right)} \cdot \frac{I_{t}^{\pi}\left(a_{t-1} \mid x_{t}, x_{t-1}\right) \pi_{\phi, t}\left(a_{t-1} \mid z_{t-1}\right)}{I_{\phi, t}^{\pi}\left(a_{t-1} \mid z_{t}, z_{t-1}\right) \pi_{t}\left(a_{t-1} \mid x_{t-1}\right)} \\
\Rightarrow & \frac{\mathbb{1}\left[\phi\left(x_{t}\right)=z_{t}\right] P_{t}^{\pi}\left(x_{t}\right)}{\sum_{\tilde{x}_{t} \in X} P_{t}^{\pi}\left(\tilde{x}_{t}\right)} & =\mathbb{1}\left[\phi\left(x_{t}\right)=z_{t}\right] \sum_{x_{t-1} \in X} \frac{T\left(x_{t} \mid a_{t-1}, x_{t-1}\right) B_{\phi, t}^{\pi}\left(x_{t-1} \mid z_{t-1}\right)}{T_{\phi, t}^{\pi}\left(z_{t} \mid a_{t-1}, z_{t-1}\right)} \\
\Rightarrow \quad & B_{\phi, t}^{\pi}\left(x_{t} \mid z_{t}\right) & =\frac{\mathbb{1}\left[\phi\left(x_{t}\right)=z_{t}\right] \sum_{x_{t-1} \in X} T_{\phi}\left(x_{t} \mid a_{t-1}, x_{t-1}\right) B_{\phi, t}^{\pi}\left(x_{t-1} \mid z_{t-1}\right)}{\sum_{\tilde{x}_{t} \in z_{t}} \sum_{\tilde{x}_{t-1} \in z_{t-1}} T\left(\tilde{x}_{t} \mid a_{t-1}, \tilde{x}_{t-1}\right) B_{\phi, t}^{\pi}\left(\tilde{x}_{t-1} \mid z_{t-1}\right)} \\
\Rightarrow \quad & B_{\phi, t}^{\pi(0)}\left(x_{t} \mid z_{t}\right) & =B_{\phi, t}^{\pi(1)}\left(x_{t} \mid z_{t}, a_{t-1}, z_{t-1}\right) \tag{A.6}
\end{array}
$$

Here (A.6) satisfies the conditions of Lemma A.4.1 (with $k=1$ ), therefore, for all $a_{t} \in A$ :

$$
\begin{aligned}
T_{\phi, t}^{\pi(0)}\left(z_{t+1} \mid a_{t}, z_{t}\right) & =T_{\phi, t}^{\pi(1)}\left(z_{t+1} \mid a_{t}, z_{t}, a_{t-1}, z_{t-1}\right) \\
\text { and } \quad R_{\phi, t}^{\pi(0)}\left(z_{t+1}, a_{t}, z_{t}\right) & =R_{\phi, t}^{\pi(1)}\left(z_{t+1}, a_{t}, z_{t}, a_{t-1}, z_{t-1}\right)
\end{aligned}
$$

This proves the theorem for $k=1$.
Induction on $k$. Note that (A.6) also allows us to apply Lemma A.4.2. Therefore, by induction on $k$ :

$$
\begin{equation*}
B_{\phi, t}^{\pi(k+1)}\left(x_{t+1} \mid z_{t+1},\left\{a_{t-i}, z_{t-i}\right\}_{i=0}^{k}\right)=B_{\phi, t}^{\pi}\left(x_{t+1} \mid z_{t+1}\right) \quad \forall k \geq 1 \tag{A.7}
\end{equation*}
$$

When (A.7) holds, we informally say that the belief distribution is Markov.
Proof of Corollary 1.1: Follows directly from Definition 2 and Lemma A.4.1 via induction on $k$.

This first corollary says that a Markov abstraction implies a Markov abstract state representation. The next one says that, if a belief distribution is non-Markov over some horizon $n$, it must also be non-Markov when conditioning on a single additional timestep.

Corollary 3.1. If there exists some $n \geq 1$ such that $B_{\phi, t}^{\pi(n)} \neq B_{\phi, t}^{\pi}$, then $B_{\phi, t}^{\pi(1)} \neq B_{\phi, t}^{\pi}$.
Proof: Suppose such an $n$ exists, and assume for the sake of contradiction that $B_{\phi, t}^{\pi(1)}=B_{\phi, t}^{\pi}$. Then by Lemma A.4.2, $B_{\phi, t}^{\pi(k)}=B_{\phi, t}^{\pi}$ for all $k \geq 1$. However this is impossible, since we know there exists some $n \geq 1$ such that $B_{\phi, t}^{\pi(n)} \neq B_{\phi, t}^{\pi}$. Therefore $B_{\phi, t}^{\pi(1)} \neq B_{\phi, t}^{\pi}$.

## A.4.2 Inverse Model Implies Density Ratio

As discussed in Section 3.2.2, the Inverse Model condition is not sufficient to ensure a Markov abstraction. In fact, what is missing is precisely the Density Ratio condition. Theorem 1 already states that, given the Inverse Model condition, the Density Ratio condition is sufficient for an abstraction to be Markov over its policy class; the following theorem states that it is also necessary.

Theorem 4. If $\phi: X \rightarrow Z$ is a Markov abstraction of $M D P M=(X, A, R, T, \gamma)$ for any policy in the policy class $\Pi_{\phi}$, and the Inverse Model condition of Theorem 1 holds for every timestep $t$, then the Density Ratio condition also holds for every timestep $t$.

## Proof:

Since $\phi$ is a Markov abstraction, equation (A.7) holds for any $k \geq 1$. Fixing $k=1$, we obtain:

$$
\begin{align*}
B_{\phi, t}^{\pi(1)}\left(x^{\prime} \mid z^{\prime}, a, z\right) & =B_{\phi, t}^{\pi(0)}\left(x^{\prime} \mid z^{\prime}\right) \\
\frac{\mathbb{1}\left[\phi\left(x^{\prime}\right)=z^{\prime}\right] \sum_{\tilde{x} \in X} T\left(x^{\prime} \mid a, \tilde{x}\right) B_{\phi, t}^{\pi}(\tilde{x} \mid z)}{\sum_{\tilde{x} \in X: \phi\left(x^{\prime}\right)=z^{\prime}} \sum_{\tilde{x} \in X: \phi(x)=z} T\left(\tilde{x}^{\prime} \mid a, \tilde{x}\right) B_{\phi, t}^{\pi}(\tilde{x} \mid z)} & =\frac{\mathbb{1}\left[\phi\left(x^{\prime}\right)=z^{\prime}\right] P_{t}^{\pi}\left(x^{\prime}\right)}{\sum_{\tilde{x} \tilde{x}^{\prime} \in X: \phi\left(\tilde{x}^{\prime}\right)=z^{\prime}} P_{t}^{\pi}\left(\tilde{x}^{\prime}\right)} \\
\frac{\sum_{\tilde{x} \in X} T\left(x^{\prime} \mid a, \tilde{x}\right) B_{\phi, t}^{\pi}(\tilde{x} \mid z)}{T_{\phi, t}^{\pi}\left(z^{\prime} \mid a, z\right)} & =\frac{P_{t}^{\pi}\left(x^{\prime}\right)}{P_{\phi, t}^{\pi}\left(z^{\prime}\right)} \\
\frac{\sum_{\tilde{x} \in X} T\left(x^{\prime} \mid a, \tilde{x}\right) B_{\phi, t}^{\pi}(\tilde{x} \mid z)}{P_{t}^{\pi}\left(x^{\prime}\right)} & =\frac{T_{\phi, t}^{\pi}\left(z^{\prime} \mid a, z\right)}{P_{\phi, t}^{\pi}\left(z^{\prime}\right)} \\
\sum_{\tilde{x} \in X} \frac{I_{t}^{\pi}\left(a \mid x^{\prime}, \tilde{x}\right) P_{t}^{\pi}\left(x^{\prime} \mid \tilde{x}\right) B_{\phi, t}^{\pi}(\tilde{x} \mid z)}{P_{t}^{\pi}\left(x^{\prime}\right) \pi(a \mid \tilde{x})} & =\frac{I_{\phi, t}^{\pi}\left(a \mid z^{\prime}, z\right) P_{\phi, t}^{\pi}\left(z^{\prime} \mid z\right)}{P_{\phi, t}^{\pi}\left(z^{\prime}\right) \pi(a \mid z)} \\
\frac{\sum_{\tilde{x} \in X} I_{t}^{\pi}\left(a \mid x^{\prime}, \tilde{x}\right) P_{t}^{\pi}\left(x^{\prime} \mid \tilde{x}\right) B_{\phi, t}^{\pi}(\tilde{x} \mid z)}{P_{t}^{\pi}\left(x^{\prime}\right)} & =\frac{I_{\phi, t}^{\pi}\left(a \mid z^{\prime}, z\right) P_{\phi, t}^{\pi}\left(z^{\prime} \mid z\right)}{P_{\phi, t}^{\pi}\left(z^{\prime}\right)} \tag{A.8}
\end{align*}
$$

Here we apply the Inverse Model condition, namely that $I_{t}^{\pi}\left(a \mid x^{\prime}, x\right)=I_{\phi, t}^{\pi}\left(a \mid z^{\prime}, z\right)$ for all $z, z^{\prime} \in Z$; $x, x^{\prime} \in X$, such that $\phi\left(x^{\prime}\right)=z^{\prime}$ and $\phi(x)=z$.

$$
\begin{aligned}
\frac{\sum_{\tilde{x} \in X} P_{t}^{\pi}\left(x^{\prime} \mid \tilde{x}\right) B_{\phi, t}^{\pi}(\tilde{x} \mid z)}{P_{t}^{\pi}\left(x^{\prime}\right)} & =\frac{P_{\phi, t}^{\pi}\left(z^{\prime} \mid z\right)}{P_{\phi, t}^{\pi}\left(z^{\prime}\right)} \\
\frac{P_{t}^{\pi}\left(x^{\prime} \mid z\right)}{P_{t}^{\pi}\left(x^{\prime}\right)} & =\frac{P_{\phi, t}^{\pi}\left(z^{\prime} \mid z\right)}{P_{\phi, t}^{\pi}\left(z^{\prime}\right)}
\end{aligned}
$$

(Density Ratio)

It may appear that Theorems 1 and 4 together imply that the Inverse Model and Density Ratio conditions are necessary and sufficient for an abstraction to be Markov over its policy class; however, this is not quite true. Both conditions, taken together, are sufficient for an abstraction to be Markov, and, given the Inverse Model condition, the Density Ratio condition is necessary. Examining equation (A.8), we see that, had we instead assumed the Density Ratio condition for Theorem 4 (rather than the Inverse Model condition), we would not recover $I_{t}^{\pi}\left(a \mid x^{\prime}, x\right)=I_{\phi, t}^{\pi}\left(a \mid z^{\prime}, z\right)$, but rather $\sum_{\tilde{x} \in X} I_{t}^{\pi}\left(a \mid x^{\prime}, \tilde{x}\right) B_{\phi, t}^{\pi}(\tilde{x} \mid z)=I_{\phi, t}^{\pi}\left(a \mid z^{\prime}, z\right)$. That is, the Inverse Model condition would only be guaranteed to hold in expectation, but not for arbitrary $x \in X$.

## A. 5 Derivation of Density Ratio Objective

Our Density Ratio objective in Section 3.3 is based on the following derivation, adapted from Tiao (2017).
Suppose we have a dataset consisting of samples $X_{c}=\left\{{x_{c}^{\prime}}^{(i)}\right\}_{i=1}^{n_{c}}$ drawn from conditional distribution $\operatorname{Pr}\left(x^{\prime} \mid x\right)$, and samples $X_{m}=\left\{x_{m}^{\prime}{ }^{(j)}\right\}_{j=1}^{n_{m}}$ drawn from marginal distribution $\operatorname{Pr}\left(x^{\prime}\right)$. We assign label $y=1$ to samples from $X_{c}$ and $y=0$ to samples from $X_{m}$, and our goal is to predict the label associated with each sample. To construct an estimator, we rename the two distributions $p\left(x^{\prime} \mid y=1\right):=\operatorname{Pr}\left(x^{\prime} \mid z\right)$ and $p\left(x^{\prime} \mid y=0\right):=\operatorname{Pr}\left(x^{\prime}\right)$ and rewrite the density ratio $\delta\left(x^{\prime}\right):=\frac{\operatorname{Pr}\left(x^{\prime} \mid x\right)}{\operatorname{Pr}\left(x^{\prime}\right)}$ as follows:

$$
\begin{equation*}
\delta\left(x^{\prime}\right)=\frac{p\left(x^{\prime} \mid y=1\right)}{p\left(x^{\prime} \mid y=0\right)}=\frac{p\left(y=1 \mid x^{\prime}\right) p\left(x^{\prime}\right)}{p(y=1)} \frac{p(y=0)}{p\left(y=0 \mid x^{\prime}\right) p\left(x^{\prime}\right)}=\frac{n_{m}}{\left(n_{m}+n_{c}\right)} \frac{\left(n_{m}+n_{c}\right)}{n_{c}} \frac{p\left(y=1 \mid x^{\prime}\right)}{p\left(y=0 \mid x^{\prime}\right)}=\frac{n_{m}}{n_{c}} \frac{p\left(y=1 \mid x^{\prime}\right)}{1-p\left(y=1 \mid x^{\prime}\right)} . \tag{A.9}
\end{equation*}
$$

When $n_{c}=n_{m}=N$, which is the case for our implementation, the leading fraction can be ignored. To estimate $\delta\left(x^{\prime}\right)$, we can simply train a classifier $g\left(x^{\prime}, x ; \theta_{g}\right)$ to approximate $p\left(y=1 \mid x^{\prime}\right)$ and then substitute $g$ for $p\left(y=1 \mid x^{\prime}\right)$ in (A.9).

However, we need not estimate $\delta\left(x^{\prime}\right)$ to satisfy the Density Ratio condition; we need only ensure $\delta_{\phi}\left(z^{\prime}\right)=$ $\mathbb{E}_{B_{\phi}}\left[\delta\left(x^{\prime}\right)\right]$. We therefore repeat the derivation for abstract states, this time using $q$ as our renamed distribution, obtaining $\delta_{\phi}\left(z^{\prime}\right):=\frac{\operatorname{Pr}\left(z^{\prime} \mid z\right)}{\operatorname{Pr}\left(z^{\prime}\right)}=\frac{n_{m}}{n_{c}} \frac{q\left(y=1 \mid z^{\prime}\right)}{1-q\left(y=1 \mid z^{\prime}\right)}$, and modify our classifier $g$ to accept abstract states instead of ground states. The labels are the same regardless of whether we use ground or abstract state pairs, so training will cause $g$ to approach $p$ and $q$ simultaneously, thus driving $\delta_{\phi}\left(z^{\prime}\right) \rightarrow \delta\left(x^{\prime}\right)$ and satisfying the Density Ratio condition.

## A. 6 Markov State Abstractions and Kinematic Inseparability

As discussed in Section 3.1, the notion of kinematic inseparability (Misra et al., 2020) is closely related to Markov abstraction. Recall that two states $x_{1}^{\prime}$ and $x_{2}^{\prime}$ are defined to be kinematically inseparable if $\operatorname{Pr}\left(x, a \mid x_{1}^{\prime}\right)=\operatorname{Pr}\left(x, a \mid x_{2}^{\prime}\right)$ and $T\left(x^{\prime \prime} \mid a, x_{1}^{\prime}\right)=T\left(x^{\prime \prime} \mid a, x_{2}^{\prime}\right)$ (which the authors call "backwards" and "forwards" KI, respectively). Misra et al. (2020) define kinematic inseparability abstractions over the set of all possible "roll-in" distributions $u(x, a)$ supported on $X \times A$, and technically, the backwards KI probabilities $\operatorname{Pr}\left(x, a \mid x^{\prime}\right)$ depend on $u$. However, to support choosing a policy class, we can just as easily define $u$ in terms of a policy: $u(x, a):=\pi(a \mid x) P_{t}^{\pi}(x)$. This formulation leads to:

$$
P_{t}^{\pi}\left(x, a \mid x^{\prime}\right):=\frac{T\left(x^{\prime} \mid a, x\right) \pi(a \mid x) P_{t}^{\pi}(x)}{\sum_{\tilde{x} \in X, \tilde{a} \in A} T\left(x^{\prime} \mid \tilde{a}, \tilde{x}\right) \pi(\tilde{a} \mid \tilde{x}) P_{t}^{\pi}(\tilde{x})} .
$$

Definition 7. Abstraction $\phi: X \rightarrow Z$ is a kinematic inseparability abstraction of $M D P M=(X, A, R, T, \gamma)$ over policy class $\Pi_{C}$, if for all policies $\pi \in \Pi_{C}$, and all $a \in A ; x, x_{1}^{\prime}, x_{2}^{\prime}, x^{\prime \prime} \in X$ such that $\phi\left(x_{1}^{\prime}\right)=\phi\left(x_{2}^{\prime}\right)$; $P_{t}^{\pi}\left(x, a \mid x_{1}^{\prime}\right)=P_{t}^{\pi}\left(x, a \mid x_{2}^{\prime}\right)$ and $T\left(x^{\prime \prime} \mid a, x_{1}^{\prime}\right)=T\left(x^{\prime \prime} \mid a, x_{2}^{\prime}\right)$.

Similarly, we can define forward-or backward—KI abstractions where only $T\left(x^{\prime \prime} \mid a, x_{1}^{\prime}\right)=T\left(x^{\prime \prime} \mid a, x_{2}^{\prime}\right)$-or respectively, $P_{t}^{\pi}\left(x, a \mid x_{1}^{\prime}\right)=P_{t}^{\pi}\left(x, a \mid x_{2}^{\prime}\right)$ —is guaranteed to hold. A KI abstraction is one that is both forward KI and backward KI.

The KI conditions are slightly stronger conditions than those of Theorem 1, as the following example demonstrates.

## A.6.1 Example MDP

The figure below modifies the transition dynamics of the MDP in Section 2.3.1, such that the action $a_{1}$ has the same effect everywhere: to transition to either central state, $x_{1}$ or $x_{2}$, with equal probability.


Figure A.1: An MDP and a Markov abstraction that is not a KI abstraction.

By the same reasoning as in Section 3.2.2, the Inverse Model condition holds here, but now, due to the shared transition dynamics of action $a_{1}$, the Density Ratio condition holds as well, for any policy in $\Pi_{\phi}$. We can apply Theorem 1 to see that the abstraction is Markov, or we can simply observe that conditioning the belief distribution $B_{\phi, t}^{\pi}\left(x \mid z_{B}\right)$ on additional history has no effect, since any possible trajectory ending in $z_{B}$ leads to the same $50-50$ distribution over ground states $x_{1}$ and $x_{2}$. Either way, $\phi$ is Markov by Definition 2.

This abstraction also happens to satisfy the backwards KI condition, since $P_{t}^{\pi}\left(x, a \mid x_{1}^{\prime}\right)=P_{t}^{\pi}\left(x, a \mid x_{2}^{\prime}\right)$ for any $(x, a)$ pair and any policy. However, clearly $T\left(x^{\prime} \mid a_{0}, x_{1}\right) \neq T\left(x^{\prime} \mid a_{0}, x_{2}\right)$, and therefore the forwards KI condition does not hold and this is not a KI abstraction.

This example shows that the Markov conditions essentially take the stance that because $\pi$ is restricted to the policy class $\Pi_{\phi}$, knowing the difference between $x_{1}$ and $x_{2}$ doesn't help, because $\pi$ must have the same behavior for both ground states. By contrast, the KI conditions take the stance that because $x_{1}$ and $x_{2}$ have different dynamics, the agent may wish to change its behavior based on which state it sees, so it ought to choose an abstraction that does not limit decision making in that respect.

## A.6.2 "Strongly Markov" Implies KI

In Section 3.3, we mentioned that the Density Ratio training objective was stronger than necessary to ensure the corresponding condition of Theorem 1. Instead of encoding the condition $\frac{\operatorname{Pr}\left(x^{\prime} \mid z\right)}{\operatorname{Pr}\left(x^{\prime}\right)}=\frac{\operatorname{Pr}\left(z^{\prime} \mid z\right)}{\operatorname{Pr}\left(z^{\prime}\right)}$, we discussed how the contrastive training procedure actually encodes the stronger condition $\frac{\operatorname{Pr}\left(x^{\prime} \mid x\right)}{\operatorname{Pr}\left(x^{\prime}\right)}=\frac{\operatorname{Pr}\left(z^{\prime} \mid z\right)}{\operatorname{Pr}\left(z^{\prime}\right)}$ that holds for each ground state $x$ individually, rather than just in expectation. Let us call the latter condition the Strong Density Ratio condition, and call its combination with the Inverse Model condition the Strong Markov conditions.

Clearly the Strong Markov conditions imply the original Markov conditions, and, as the following theorem shows, they also imply the KI conditions.

Theorem 5. If $\phi: X \rightarrow Z$ is an abstraction of $M D P M=(X, A, R, T, \gamma)$ such that for any policy $\pi$ in the policy class $\Pi_{\phi}$, both the Inverse Model condition of Theorem 1 and the Strong Density Ratio condition-i.e. $\frac{P_{t}^{\pi}\left(x^{\prime} \mid x\right)}{P_{t}^{\pi}\left(x^{\prime}\right)}=\frac{P_{\phi, t}^{\pi}\left(z^{\prime} \mid z\right)}{P_{\phi, t}^{\pi}\left(z^{\prime}\right)}$, for all $z, z^{\prime} \in Z ; x, x^{\prime} \in X$ such that $\phi(x)=z$ and $\phi\left(x^{\prime}\right)=z^{\prime}$-hold for every timestep $t$, then $\phi$ is a kinematic inseparability abstraction .

## Proof:

Starting from the Inverse Model condition, we have $I_{t}^{\pi}\left(a \mid x^{\prime}, x\right)=I_{\phi, t}^{\pi}\left(a \mid z^{\prime}, z\right)$ for all $z, z^{\prime} \in Z ; x, x^{\prime} \in X$ such that $\phi(x)=z$ and $\phi\left(x^{\prime}\right)=z^{\prime}$. Independently varying either $x^{\prime} \in \phi^{-1}\left(z^{\prime}\right)$ or $x \in \phi^{-1}(z)$, we obtain the following:

$$
\begin{align*}
& {\left[\operatorname{Vary} x^{\prime}\right] \rightarrow \quad I_{t}^{\pi}\left(a \mid x_{1}^{\prime}, x\right)=I_{t}^{\pi}\left(a \mid x_{2}^{\prime}, x\right)}  \tag{A.10}\\
& {[\operatorname{Vary} x] \rightarrow}  \tag{A.11}\\
& I_{t}^{\pi}\left(a \mid x^{\prime}, x_{1}\right)=I_{t}^{\pi}\left(a \mid x^{\prime}, x_{2}\right)
\end{align*}
$$

Similarly, if we start from the Strong Density Ratio condition, we obtain:

$$
\begin{align*}
& {\left[\operatorname{Vary} x^{\prime}\right] \rightarrow \frac{P_{t}^{\pi}\left(x_{1}^{\prime} \mid x\right)}{P_{t}^{\pi}\left(x_{1}^{\prime}\right)}=\frac{P_{t}^{\pi}\left(x_{2}^{\prime} \mid x\right)}{P_{t}^{\pi}\left(x_{2}^{\prime}\right)}}  \tag{A.12}\\
& {[\operatorname{Vary} x] \rightarrow \frac{P_{t}^{\pi}\left(x^{\prime} \mid x_{1}\right)}{P_{t}^{\pi}\left(x^{\prime}\right)}=\frac{P_{t}^{\pi}\left(x^{\prime} \mid x_{2}\right)}{P_{t}^{\pi}\left(x^{\prime}\right)}} \tag{A.13}
\end{align*}
$$

If we apply Bayes' theorem to (A.12), we can cancel terms in the result, and also in (A.13), to obtain:

$$
\begin{align*}
P_{t}^{\pi}\left(x \mid x_{1}^{\prime}\right) & =P_{t}^{\pi}\left(x \mid x_{2}^{\prime}\right)  \tag{A.14}\\
\text { and } \quad P_{t}^{\pi}\left(x^{\prime} \mid x_{1}\right) & =P_{t}^{\pi}\left(x^{\prime} \mid x_{2}\right) \tag{A.15}
\end{align*}
$$

Combining (A.10) with (A.14), we obtain the backwards KI condition:

$$
\begin{aligned}
I_{t}^{\pi}\left(a \mid x_{1}^{\prime}, x\right) P_{t}^{\pi}\left(x \mid x_{1}^{\prime}\right) & =I_{t}^{\pi}\left(a \mid x_{2}^{\prime}, x\right) P_{t}^{\pi}\left(x \mid x_{2}^{\prime}\right) \\
P_{t}^{\pi}\left(x, a \mid x_{1}^{\prime}\right) & =P_{t}^{\pi}\left(x, a \mid x_{2}^{\prime}\right)
\end{aligned}
$$

Similarly, we can combine (A.11) with (A.15) to obtain the forwards KI condition:

$$
\begin{aligned}
I_{t}^{\pi}\left(a \mid x^{\prime}, x_{1}\right) P_{t}^{\pi}\left(x^{\prime} \mid x_{1}\right) & =I_{t}^{\pi}\left(a \mid x^{\prime}, x_{2}\right) P_{t}^{\pi}\left(x^{\prime} \mid x_{2}\right) \\
T\left(x^{\prime} \mid a, x_{1}\right) \pi\left(a \mid x_{1}\right) & =T\left(x^{\prime} \mid a, x_{2}\right) \pi\left(a \mid x_{2}\right) \\
T\left(x^{\prime} \mid a, x_{1}\right) & =T\left(x^{\prime} \mid a, x_{2}\right)
\end{aligned}
$$

Thus, we see that the training objectives in Section 3.3 encourage learning a kinematic inseparability abstraction in addition to a Markov abstraction. This helps avoid representation collapse by ensuring that we do not group together any states for which a meaningful kinematic distinction can be made.

## A. 7 Implementation Details for Visual Gridworld

The visual gridworld is a $6 \times 6$ grid with four discrete actions: up, down, left, and right. Observed states are generated by converting the agent's $(x, y)$ position to a one-hot image representation (see Figure 3.1). The image displays each position in the $6 \times 6$ grid as a 3 px-by- 3 px patch, inside of which we light up one pixel (in the center) and then smooth it using a truncated Gaussian kernel. This results in an $18 \times 18$ image (where 3px-by-3px grid cells are equidistant), to which we then add per-pixel noise from another truncated Gaussian. During pretraining, there are no rewards or terminal states. During training, for each random seed, a single state is designated to be the goal state, and the agent receives -1 reward per timestep until it reaches the goal state, at which point a new episode begins, with the agent in a random non-goal location.

## A.7.1 Computing Resources

To build the figures in the chapter, we pretrained 5 different abstractions, and trained 7 different agents, each with 300 seeds. Each 3000-step pretraining run takes about 1 minute, and each training run takes about 30 seconds, on a 2016 MacBook Pro 2 GHz i5 with no GPU, for a total of about 42 compute hours. We ran these jobs on a computing cluster with comparable processors or better.

## A.7.2 Network Architectures

```
FeatureNet(
    (phi): Encoder(
        (0): Reshape(-1, 252)
        (1): Linear(in_features=252, out_features=32, bias=True)
        (2): Tanh()
        (3): Linear(in_features=32, out_features=2, bias=True)
        (4): Tanh()
    )
    (inv_model): InverseNet(
        (Q): Linear(in_features=4, out_features=32, bias=True)
        (1): Tanh()
        (2): Linear(in_features=32, out_features=4, bias=True)
    )
    (contr_model): ContrastiveNet(
        (Q): Linear(in_features=4, out_features=32, bias=True)
        (1): Tanh()
        (2): Linear(in_features=32, out_features=1, bias=True)
        (3): Sigmoid()
    )
)
QNet(
    (Q): Linear(in_features=2, out_features=32, bias=True)
    (1): ReLU()
```

```
    (2): Linear(in_features=32, out_features=4, bias=True)
)
AutoEncoder / PixelPredictor(
    (phi): Encoder(
        (Q): Reshape(-1, 252)
        (1): Linear(in_features=252, out_features=32, bias=True)
        (2): Tanh()
        (3): Linear(in_features=32, out_features=2, bias=True)
        (4): Tanh()
    )
    (phi_inverse): Decoder(
        (Q): Linear(in_features=2, out_features=32, bias=True)
        (1): Tanh()
        (2): Linear(in_features=32, out_features=252, bias=True)
        (3): Tanh()
        (4): Reshape(-1, 21, 12)
    )
    MSELoss()
)
```


## A.7.3 Hyperparameters

We tuned the DQN hyperparameters until it learned effectively with expert features (i.e. ground-truth $(x, y)$ position), then we left the DQN hyperparameters fixed while tuning pretraining hyperparameters. For pretraining, we considered 3000 and 30,000 gradient updates (see Appendix A.10), and batch sizes within $\{512,1024,2048\}$. We found that the higher batch size was helpful for stabilizing the offline representations. We also did some informal experiments with latent dimensionality above 2 , such as 3 or 10 , which produced similar results: representations were still Markov, but harder to interpret. We use 2 dimensions in the main text for ease of visualization. We did not tune the loss coefficients, but we include ablations where either $\alpha$ or $\beta$ is set to zero.

| Hyperparameter | Value |
| :--- | :---: |
| Number of seeds | 300 |
| Optimizer | Adam |
| Learning rate | 0.003 |
| Batch size | 2048 |
| Gradient updates | 3000 |
| Latent dimensions | 2 |
| Number of conditional samples, $n_{c}$ | 1 |
| Number of marginal samples, $n_{m}$ | 1 |
| Loss coefficients |  |
| $\quad \mathcal{L}_{\text {Inverse }}(\alpha)$ | 1.0 |
| $\mathcal{L}_{\text {Contrastive }}(\beta)$ | 1.0 |
| $\mathcal{L}_{\text {Smoothness }}(\eta)$ | 0.0 |

Table A.2: Pretraining hyperparameters

| Hyperparameter | Value |
| :--- | :---: |
| Number of seeds | 300 |
| Number of episodes | 100 |
| Maximum steps per episode | 1000 |
| Optimizer | Adam |
| Learning rate | 0.003 |
| Batch size | 16 |
| Discount factor, $\gamma$ | 0.9 |
| Starting exploration probability, $\epsilon_{0}$ | 1.0 |
| Final exploration probability, $\epsilon$ | 0.05 |
| Epsilon decay period | 2500 |
| Replay buffer size | 10000 |
| Initialization steps | 500 |
| Target network copy period | 50 |

Table A.3: DQN hyperparameters

## A. 8 Implementation Details for DeepMind Control

We use the same RAD network architecture and code implementation as Laskin et al. (2020a), which we customized to add our Markov objective. We note that there was a discrepancy between the batch size in their code implementation (128) and what was reported in the original paper (512); we chose the former for our experiments.

The SAC (expert) results used the code implementation from Yarats and Kostrikov (2020).

The DBC, DeepMDP, CPC, and SAC-AE results are from Zhang et al. (2021), except for Ball_in_Cup, which they did not include in their experimental evaluation. We ran their DBC code independently (with the same settings they used) to produce our Ball_in_Cup results.

## A.8. 1 Computing Resources

To build the graph in Section 3.5, we trained 4 agents on 6 domains, with 10 seeds each. Each training run (to 500,000 steps) takes between 24 and 36 hours (depending on the action repeat for that domain), on a machine with two Intel Xeon Gold 5122 vCPUs and shared access to one Nvidia 1080Ti GPU, for a total of approximately 7200 compute hours. We ran these jobs on a computing cluster with comparable hardware or better

## A.8.2 Markov Network Architecture

```
MarkovHead(
    InverseModel(
        (body): Sequential(
            (Q): Linear(in_features=100, out_features=1024, bias=True)
            (1): ReLU()
            (2): Linear(in_features=1024, out_features=1024, bias=True)
            (3): ReLU()
        )
        (mean_linear): Linear(in_features=1024, out_features=action_dim, bias=True)
        (log_std_linear): Linear(in_features=1024, out_features=action_dim, bias=True)
    )
    ContrastiveModel(
        (model): Sequential(
                (Q): Linear(in_features=100, out_features=1024, bias=True)
                (1): ReLU()
                (2): Linear(in_features=1024, out_features=1, bias=True)
        )
    )
    BCEWithLogitsLoss()
)
```


## A.8.3 Hyperparameters

When tuning our algorithm, we left all RAD hyperparameters fixed except init_steps, which we increased to equal 10 episodes across all domains to provide adequate coverage for pretraining. We compensated for this change by adding (init_steps -1 K ) catchup learning steps to ensure both methods had the same number of RL updates. This means our method is at a slight disadvantage, since RAD can begin learning from reward information after just 1 K steps, but our method must wait until after the first 10 episodes of uniform random exploration. Otherwise, we only considered changes to the Markov hyperparameters (see Table A.5). We set the Markov learning rate equal to the RAD learning rate for each domain (and additionally considered $5 \mathrm{e}-5$ for cheetah only). We tuned the $\mathcal{L}_{\text {Inv }}$ loss coefficient within $\{0.1,1.0,10.0,30.0\}$, and the $\mathcal{L}_{\text {Smooth }}$ loss coefficient within $\{0,10.0,30.0\}$. The other hyperparameters, including the network architecture, we did not change from their initial values.

| Hyperparameter | Value |
| :--- | :--- |
| Augmentation |  |
| $\quad$ Walker | Crop |
| Others | Translate |
| Observation rendering | $(100,100)$ |
| Crop size | $(84,84)$ |
| Translate size | $(108,108)$ |
| Replay buffer size | 100000 |
| Initial steps | 1000 |
| Stacked frames | 3 |
| Action repeat | $2 ;$ finger, |
|  | walker |
|  | $8 ;$ cartpole |
|  | $4 ;$ others |
| Hidden units $($ MLP $)$ | 1024 |
| Evaluation episodes | 10 |
| Optimizer | Adam |
| $\quad\left(\beta_{1}, \beta_{2}\right) \rightarrow(\phi, \pi, Q)$ | $(.9, .999)$ |
| $\quad\left(\beta_{1}, \beta_{2}\right) \rightarrow(\alpha)$ | $(.5, .999)$ |
| Learning rate $(\phi, \pi, Q)$ | $2 \mathrm{e}-4$, cheetah |
|  | $1 \mathrm{e}-3$, others |
| Learning rate $(\alpha)$ | $1 \mathrm{e}-4$ |
| Batch size | 128 |
| Q function EMA $\tau$ | 0.01 |
| Critic target update freq | 2 |
| Convolutional layers | 4 |
| Number of filters | 32 |
| Non-linearity | ReLU |
| Encoder EMA $\tau$ | 0.05 |
| Latent dimension | 50 |
| Discount $\gamma$ | .99 |
| Initial temperature | 0.1 |


| Hyperparameter | Value |  |
| :--- | :--- | :--- |
| Pretraining steps | 100 K |  |
| Pretraining batch size | 512 |  |
| RAD init steps | $(20 \mathrm{~K} /$ action_repeat $)$ |  |
| RAD catchup steps | (init_steps $-1 \mathrm{~K})$ |  |
| Other RAD parameters <br> Loss coefficients | unchanged |  |
| $\quad \mathcal{L}_{\text {Inv }}$ | 30.0 | ball, |
|  |  | reacher |
|  | 1.0 | others |
| $\mathcal{L}_{\text {Ratio }}$ | 1.0 |  |
| $\mathcal{L}_{\text {Smooth }}$ | 30.0 | ball, |
|  |  | reacher, |
|  |  | cheetah |
|  | 10.0 | others |
| Smoothness $d_{0}$ | 0.01 |  |
| Conditional samples, $n_{c}$ | 128 |  |
| Marginal samples, $n_{m}$ | 128 |  |
| Optimizer | Adam |  |
| $\left(\beta_{1}, \beta_{2}\right) \rightarrow$ (Markov) | $(.9, .999)$ |  |
| Learning rate | $2 \mathrm{e}-4$ | cheetah |
|  | $1 \mathrm{e}-3$ | others |

Table A.5: Markov hyperparameters

Table A.4: RAD hyperparameters

## A. 9 Additional Representation Visualizations

Here we visualize abstraction learning progress for the $6 \times 6$ visual gridworld domain for six random seeds. Each figure below displays selected times (after 1, 100, 200, $700,3 \mathrm{~K}, 10 \mathrm{~K}$, and 30 K steps, progressing from left to right) of a different abstraction learning method (top to bottom): $\mathcal{L}_{\text {Markov }} ; \mathcal{L}_{\text {Inv }}$ only; $\mathcal{L}_{\text {Ratio }}$ only; autoencoder; pixel prediction. The networks for a given random seed are initialized identically. Each point encodes a single observation. Color denotes ground-truth $(x, y)$ position, which is not shown to the agent. Note that the third column from the right shows the representations after 3000 steps, which we use for the results in the main text. We show additional learning curves for the final representations in Appendix A. 10 .


Figure A. 3

## A. 10 Gridworld Results for Increased Pretraining Time

Since some of the representations in Appendix A. 9 appeared not to have converged after just 3000 training steps, we investigated whether the subsequent learning performance would improve with more pretraining. We found that increasing the number of pretraining steps from 3000 to 30,000 improves the learning performance of $\phi_{\text {Ratio }}$ and $\phi_{\text {Autoenc }}$ and $\phi_{\text {PixelPred }}$ (see Figure A.4), with the latter representation now matching the performance of $\phi_{\text {Markov }}$.

It is perhaps unsurprising that the pixel prediction model eventually recovers the performance of the Markov abstraction, because the pixel prediction task is a valid way to ensure Markov abstract states. However, as we discuss in Sec. 3.1.2, the pixel prediction objective is misaligned with the basic goal of state abstraction, since it must effectively throw away no information. It is clear from Figures A. 3 and A. 4 that our method is able to reliably learn a Markov representation about ten times faster than pixel prediction, which reflects the fact that the latter is a fundamentally more challenging objective.


Figure A.4: Mean episode reward for the visual gridworld navigation task, using representations that were pretrained for 3,000 steps (left) versus 30,000 steps (right). Increased pretraining time improves the performance of $\phi_{\text {Ratio }}, \phi_{\text {Autoenc }}$ and $\phi_{\text {PixelPred }}$. ( 300 seeds; 5-point moving average; shaded regions denote $95 \%$ confidence intervals.)

## A. 11 DeepMind Control Experiment with RBF-DQN

Recently, Asadi et al. (2021) showed how to use radial basis functions for value-function based RL in problems with continuous action spaces. When trained with ground-truth state information, RBF-DQN achieved state-of-the-art performance on several continuous control tasks; however, to our knowledge, the algorithm has not yet been used for image-based domains.

We trained RBF-DQN from stacked image inputs on "Finger, Spin," one of the tasks from Section 3.5, customizing the authors' PyTorch implementation to add our Markov training objective. We do not use any data augmentation or smoothness loss, and we skip the pretraining phase entirely; we simply add the Markov objective as an auxiliary task during RL. Here we again observe that adding the Markov objective improves learning performance over the visual baseline and approaches the performance of using ground-truth state information (see Figure A.5).


Figure A.5: Mean episode reward for RBF-DQN on "Finger, Spin" with Markov, visual, and expert features. Adding the Markov objective dramatically improves performance over the visual baseline. (Markov - 5 seeds; Visual -6 seeds; Expert - 3 seeds; shaded regions denote $95 \%$ confidence intervals).

## A. 12 DeepMind Control Ablation Study

We ran an ablation study to evaluate which aspects of our training objective were most beneficial for the DeepMind Control domains. We considered the RAD implementation and its Markov variant from Section 3.5, as well as modifications to the Markov objective that removed either the pretraining phase or the smoothness loss, $\mathcal{L}_{\text {Smooth }}$ (see Figure A.6).

Overall, the ablations perform slightly worse than the original Markov objective. Both ablations still have better performance than RAD on three of six domains, but are tied or slightly worse on the others. Interestingly, removing pretraining actually results in a slight improvement over Markov on Finger. Removing smoothness tends to degrade performance, although, for Cheetah, it leads to the fastest initial learning phase of any method.

We suspect the results on Cheetah are worse than the RAD baseline because the experiences used to learn the representations do not cover enough of the state space. Learning then slows down as the agent starts to see more states from outside of those used to train its current representation. As we point out in Section 3.1.6, it can be helpful to incorporate a more sophisticated exploration strategy to overcome these sorts of state coverage issues. Our approach is agnostic to the choice of exploration algorithm, and we see this as an important direction for future work.


Figure A.6: Ablation results for DeepMind Control Suite. Each plot shows mean episode reward vs. environment steps. (Markov and RAD - 10 seeds; others - 6 seeds; 5-point moving average; shaded regions denote $90 \%$ confidence intervals).

## Appendix B

## Lambda Discrepancy

## B. 1 TD $(\lambda)$ Fixed Point

Here we derive the fixed point of the action-value Bellman equation in a POMDP. First, define the expected $n$-step return given initial observation $\omega_{0}$ and initial action $a_{0}$ as

$$
\begin{aligned}
& \mathbb{E}_{\Pi}\left(G^{n} \mid \omega_{0}, a_{0}\right)=\sum_{s_{0}} \mathbb{P}\left(s_{0} \mid \omega_{0}\right) \sum_{s_{1}} \mathbb{P}\left(s_{1} \mid s_{0}, a_{0}\right) \sum_{r} \mathbb{P}\left(r_{0} \mid s_{0}, a_{0}, s_{1}\right) r_{0}+\gamma \sum_{s_{0}} \mathbb{P}\left(s_{0} \mid \omega_{0}\right) \\
& \quad * \sum_{s_{1}} \mathbb{P}\left(s_{1} \mid s_{0}, a_{0}\right) \sum_{\omega_{1}} \sum_{a_{1}} \sum_{s_{2}} \mathbb{P}\left(\omega_{1} \mid s_{1}\right) \mathbb{P}\left(a_{1} \mid \omega_{1}\right) \mathbb{P}\left(s_{2} \mid s_{1}, a_{1}\right) \sum_{r_{1}} \mathbb{P}\left(r_{1} \mid s_{1}, a_{1}, s_{2}\right) r_{1} \\
& \quad+\gamma^{2} \sum_{s_{0}} \mathbb{P}\left(s_{0} \mid \omega_{0}\right) \sum_{s_{1}} \mathbb{P}\left(s_{1} \mid s_{0}, a_{0}\right) \sum_{\omega_{1}} \sum_{a_{1}} \sum_{s_{2}} \mathbb{P}\left(\omega_{1} \mid s_{1}\right) \mathbb{P}\left(a_{1} \mid \omega_{1}\right) \mathbb{P}\left(s_{2} \mid s_{1}, a_{1}\right) \\
& \quad * \sum_{\omega_{2}} \sum_{a_{2}} \sum_{s_{3}} \mathbb{P}\left(\omega_{2} \mid s_{2}\right) \mathbb{P}\left(a_{2} \mid \omega_{2}\right) \mathbb{P}\left(s_{3} \mid s_{2}, a_{2}\right) \sum_{r_{2}} \mathbb{P}\left(r_{2} \mid s_{2}, a_{2}, s_{3}\right) r_{2}+\ldots
\end{aligned}
$$

where we bootstrap by replacing part of the term with coefficient $\gamma^{n}$ with a $Q$ value. For example, with $n=2$, we replace the last line written above, or the second factor in the $\gamma^{2}$ term, with:

$$
\sum_{\omega_{2}} \mathbb{P}\left(\omega_{2} \mid s_{2}\right) \sum_{a_{2}} \mathbb{P}\left(a_{2} \mid \omega_{2}\right) Q\left(\omega_{2}, a_{2}\right)
$$

Translating this into matrix notation, we have

$$
\begin{aligned}
\left(Q_{n}\right)(i, a) & =\sum_{j} W_{i j} \sum_{l} T_{j a l} R_{j a l} \\
& +\gamma \sum_{j} W_{i j} \sum_{l} T_{j a l} \sum_{m} \sum_{n} \sum_{o} \Phi_{l m} \pi_{m n} T_{l n o} R_{l n o} \\
& +\gamma^{2} \sum_{j} W_{i j} T_{j a l} \sum_{m} \sum_{n} \sum_{o} \Phi_{l m} \pi_{m n} T_{l n o} \\
& * \sum_{p} \sum_{q} \sum_{r} \Phi_{o p} \pi_{p q} T_{o q r} R_{p q r}+\ldots
\end{aligned}
$$

where the terms $W, T$, and $R$, are as defined in Equation 4.2, and $\pi$ is the $\Omega \times A$ policy. The last line is replaced with $\sum_{p} \Phi_{o p} \sum_{q} \Pi_{p q} Q_{n}(p, q)$ for $n=2$.

Therefore,

$$
Q_{n}=W\left(\sum_{k=0}^{n-1}\left(\gamma T \Pi^{S}\right)^{k} R^{S A}+\gamma\left(\gamma T \Pi^{S}\right)^{n-1} T \Phi \Pi Q_{n}\right)
$$

where $\Pi$ is an $\Omega \times \Omega \times A$ representation of the $\Omega \times A$ policy $\pi$ with $\Pi_{i j k}=\delta_{i j} \pi_{i k}, \Pi^{S}$ is likewise an $S \times S \times A$ representation of the matrix $\Phi \pi$, and $R_{i j}^{S A}=\sum_{l} T_{i j l} R_{i j l}^{S A S}$. We also have the standard definition $Q^{\lambda}=$ $(1-\lambda) \sum_{n=1}^{\infty} \lambda^{n-1} Q_{n}$, which leads to:

$$
Q^{\lambda}=(1-\lambda) \sum_{n=1}^{\infty} \lambda^{n-1} W\left(\sum_{k=0}^{n-1}\left(\gamma T \Pi^{S}\right)^{k} R^{S A}+\gamma\left(\gamma T \Pi^{S}\right)^{n-1} T \Phi \Pi Q^{\lambda}\right)
$$

Separating this into a reward part with factor $R^{S A}$ and a value part with factor $Q^{\lambda}$, we find that the value part is

$$
\begin{array}{r}
(1-\lambda) W\left(\sum_{n=1}^{\infty}\left(\lambda \gamma T \Pi^{S}\right)^{n-1}\right) \gamma T \Phi \Pi Q^{\lambda} \\
=(1-\lambda) W\left(I-\lambda \gamma T \Pi^{S}\right)^{-1} \gamma T \Phi \Pi Q^{\lambda}
\end{array}
$$

and for the reward part, we have the coefficients of $R^{S A}$ in the table below for values of $n$ and $k$

|  | $k=0$ | 1 | 2 | $\ldots$ |
| :--- | :--- | :--- | :--- | :--- |
| $n=1$ | 1 |  |  | $\cdots$ |
| 2 | $\lambda$ | $\lambda \gamma T \Pi^{S}$ |  | $\cdots$ |
| 3 | $\lambda^{2}$ | $\lambda^{2} \gamma T \Pi^{S}$ | $\lambda^{2}\left(\gamma T \Pi^{S}\right)^{2}$ | $\cdots$ |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\ddots$ |

where each term is multiplied by $(1-\lambda) W$ in front. We can then see by summing over rows before columns that the reward part is:

$$
\begin{array}{r}
(1-\lambda) W \sum_{k=0}^{\infty} \frac{1}{1-\lambda}\left(\lambda \gamma T \Pi^{S}\right)^{k} R^{S A} \\
=W\left(I-\lambda \gamma T \Pi^{S}\right)^{-1} R^{S A}
\end{array}
$$

So we rewrite $Q^{\lambda}$ as follows:

$$
Q^{\lambda}=W\left(\left(I-\lambda \gamma T \Pi^{S}\right)^{-1}\left(R^{S A}+(1-\lambda) \gamma T \Phi \Pi Q^{\lambda}\right)\right)
$$

Now let $W^{A}=W \otimes I_{A, A}$ and $\left(W^{\Pi}\right)_{i j k}=\Pi W^{A}$. Here, $\otimes$ means the Kronecker product. This essentially repeats the $W$ matrix $A$ times to incorporate actions into the tensor. Note that for any $S \times A$ tensor $G$, $W^{A} G=W G$. This is because $\left(W^{A} G\right)_{i j}=\sum_{k, l} W_{i j k l}^{A} G_{k l}$, and the only nonzero terms in this sum are those such that $j=l$. For these indices, $W_{i j k l}^{A}=W_{i k}$, so $\sum_{k, l} W_{i j k l}^{A} G_{k l}=\sum_{k} W_{i k} G_{k j}=(W G)_{i j}$.
Also, let $F=\left(I-\lambda \gamma T \Pi^{S}\right)^{-1}$. Then we find:

$$
\begin{aligned}
Q^{\lambda} & =W^{A}\left(\left(I-\lambda \gamma T \Pi^{S}\right)^{-1}\left(R^{S A}+(1-\lambda) \gamma T \Phi \Pi Q^{\lambda}\right)\right) \\
& =W^{A}\left(F\left(R^{S A}+(1-\lambda) \gamma T \Phi \Pi Q^{\lambda}\right)\right) \\
& =W^{A} F R^{S A}+W^{A} F(1-\lambda) \gamma T \Phi \Pi Q^{\lambda}
\end{aligned}
$$

At which point we can subtract the second term on the right hand side from both sides, factor out $Q^{\lambda}$ on the right, and multiply by $\left(I-(1-\lambda) \gamma W^{A} F T \Phi \Pi\right)^{-1}$ on the left of both sides to obtain:

$$
\begin{aligned}
Q^{\lambda} & =\left(I-(1-\lambda) \gamma W^{A} F T \Phi \Pi\right)^{-1} W^{A} F R^{S A} \\
& =W^{A}\left(I-(1-\lambda) \gamma F T \Phi \Pi W^{A}\right)^{-1} F R^{S A} \\
& =W\left(I-(1-\lambda) \gamma F T \Phi W^{\Pi}\right)^{-1} F R^{S A} \\
& =W\left(F+(1-\lambda) \gamma F T \Phi W^{\Pi} F+\ldots+(1-\lambda)^{k} \gamma^{k} F T \Phi W^{\Pi} F T \Phi W^{\Pi} F+\ldots\right) R^{S A},
\end{aligned}
$$

where the last equality follows from expanding the geometric series. Now we use the identity $(A-B)^{-1}=$ $\sum_{k=0}^{\infty}\left(A^{-1} B\right)^{k} A^{-1}$ to find:

$$
\begin{aligned}
Q^{\lambda} & =W\left(F^{-1}-(1-\lambda) \gamma T \Phi W^{\Pi}\right)^{-1} R^{S A} \\
& =W\left(I-\gamma T\left(\lambda \Pi^{S}+(1-\lambda) \Phi W^{\Pi}\right)\right)^{-1} R^{S A}
\end{aligned}
$$

To recap our previous definitions, $W$ is an $\Omega \times S$ tensor, $I$ is an $S \times A \times S \times A$ tensor, $T$ is an $S \times A \times S$ tensor, $\Pi^{S}$ is an $S \times S \times A$ tensor, $\Phi$ is an $S \times \Omega$ tensor, $W^{\Pi}$ is an $\Omega \times S \times A$ tensor, and $R^{S A}$ is an $S \times A$ tensor. Thus, the operation between $W$ and the tensor inverse is a single summation over the last index of $W$ and the first index of the inverse. Operations within the matrix inverse are likewise tensor dot products. The operation between the tensor inverse and $R^{S A}$ is a tensor double contraction, as was the operation between $W^{A}$ and tensors to its right.

Lastly, we briefly note that one can get the $V$ values by replacing $W$ in the above equation with $W^{\Pi}$ and changing the operation involving it on the right from a dot product to a double contraction. We can confirm that $V_{o}=\sum_{a} \pi_{o, a} Q_{o, a}$, by rewriting the expression on the right as follows:

$$
\begin{aligned}
\sum_{a} \pi_{o, a} Q_{o, a} & =\sum_{a} \pi_{o, a} \sum_{s, a^{\prime}} W_{o, a, s, a^{\prime}}^{A} B_{s, a^{\prime}} \\
& =\sum_{a} \pi_{o, a} \sum_{s} W_{o, a, s, a}^{A} B_{s, a} \\
& =\sum_{a} \pi_{o, a} \sum_{s} W_{o, s} B_{s, a} \\
& =\sum_{s, a} \underbrace{\pi_{o, a} W_{o, s}}_{W_{o, s, a}^{\Pi}} B_{s, a} \\
& =V_{o}
\end{aligned}
$$

where $B=\left(I-\gamma T\left(\lambda \Pi^{S}+(1-\lambda) \Phi W^{\Pi}\right)\right)^{-1} R^{S A}$ is an $S \times A$ tensor.

## B. 2 Proof of Theorem 2 (Almost All)

In this section we prove Theorem 2, that there is either a $\lambda$-discrepancy for almost all policies or for no policies. Fix $\lambda$ and $\lambda^{\prime}$. Recall that we define the $\lambda$-discrepancy as follows:

$$
\Delta Q_{\pi}:=\left\|Q_{\pi}^{\lambda}-Q_{\pi}^{\lambda^{\prime}}\right\|=\left(W^{\Pi}\left(A_{\pi}^{\lambda}-A_{\pi}^{\lambda^{\prime}}\right) R^{S A}\right) \cdot w
$$

where $A_{\pi}^{\lambda}=\left(I-\gamma T\left(\lambda \Pi^{S}+(1-\lambda) \Phi W^{\Pi}\right)\right)^{-1}$ and $w$ is a weight vector of probabilities. Let $U$ be the largest open set in the space of stochastic $\Omega \times A$ matrices, considered as a subset of $\mathbb{R}^{\Omega(A-1)}$. Now consider the lambda discrepancy as a function of the policy $\pi$. In other words, we define

$$
\begin{aligned}
\Delta Q: U & \rightarrow \mathbb{R} \\
\pi & \mapsto \Delta Q_{\pi}
\end{aligned}
$$

Let $U$ be an open subset of $\mathbb{R}^{n}$. We say that a function $f: U \rightarrow \mathbb{R}$ is real analytic on $U$ if for all $x \in U, f$ can be written as a convergent power series in some neighborhood of $x$. For this proof, we will utilize the following facts: 1) the composition of analytic functions is analytic (Krantz and Parks, 2002), 2) the quotient of two analytic functions is analytic where the denominator is nonzero, 3 ) a real analytic function on a domain $U$ is either identically 0 or only zero on a set of measure 0 (Mityagin, 2020).

We will also use the fact that for $A$ an invertible matrix, each entry $A_{i j}^{-1}$ is analytic in the entries of $A$ where the entries of $A$ yield a nonzero determinant. We can prove this by first writing $A^{-1}=\operatorname{det}(A)^{-1} \operatorname{adj}(A)=$ $\operatorname{det}(A)^{-1} C^{T}$ where adj $A$ is the adjugate of $A$ and $C$ is the cofactor matrix of $A$. Each entry of the cofactor matrix is a cofactor that is polynomial in the entries of $A$, and is therefore analytic in them. Therefore, each entry of $A^{-1}$ is the quotient of two analytic functions and is therefore analytic except where $\operatorname{det} A=0$.

Next, we will show that $\Delta Q$ is an analytic function. Note that the variable terms in the equation are $W, W^{\Pi}$, $R^{S A}, T, \Pi^{S}$, and $\Phi . R^{S A}, T$, and $\Phi$ are constant with respect to $\pi . \Pi_{i l j}^{S}=\sum_{k} \delta_{i l} \Phi_{i k} \pi_{k j}$, so each entry of $\Pi^{S}$ is analytic on $U$ in the entries of $\pi$. Likewise, $P_{i j}=\sum_{k, a} \Phi_{i k} \pi_{k a} T_{i a j}$ is analytic on $U$. Therefore, the state-occupancy counts $c=\mu_{0}+\gamma P^{T} \mu_{0}+\gamma^{2}\left(P^{T}\right)^{2} \mu_{0}+\cdots=\left(I-\gamma P^{T}\right)^{-1} \mu_{0}$ are the composition of analytic functions and thus analytic on $U . W_{i j}=\frac{\Phi_{j i} c_{j}}{\sum_{k} \Phi_{k i} c_{k}}$ is analytic on $U$ for the same reason, and the denominator of $W_{i j}, \sum_{k} \Phi_{k i} c_{k}$, is nonzero for all observations able to be observed with nonzero probability. Lastly, $\Delta Q$ is then a composition of analytic functions on $U$ and thus analytic itself.

To finish this proof, we use the fact mentioned above that the zero set of a nontrivial analytic function is of measure zero. Therefore, the $\lambda$-discrepancy is either zero for all policies or zero only on a set of measure zero.

## B. 3 Proof of Lemma 4.1.1 (Block MDP)

In this section, we prove Lemma 4.1 .1 concerning when the system is a block MDP. Recall that in Eq. (4.3) we define $A_{\pi}^{\lambda}=\left(I-\gamma T\left(\lambda \Pi^{S}+(1-\lambda) \Phi W^{\Pi}\right)\right)^{-1}$. Suppose $A_{\pi}^{\lambda}=A_{\pi}^{\lambda^{\prime}}$. Then $\gamma T\left(\lambda \Pi^{S}+(1-\lambda) \Phi W^{\Pi}\right)=$ $\gamma T\left(\lambda^{\prime} \Pi^{S}+\left(1-\lambda^{\prime}\right) \Phi W^{\Pi}\right)$ as matrix inverses are unique. We can rewrite this as $\left(\lambda-\lambda^{\prime}\right) \Pi^{S}-(\lambda-$ $\left.\lambda^{\prime}\right) \Phi W^{\Pi}=\left(\lambda-\lambda^{\prime}\right)\left(\Pi^{S}-\Phi W^{\Pi}\right)=0$. This implies that either $\lambda=\lambda^{\prime}$ or $\Pi^{S}=\Phi W^{\Pi}$.

Writing $\Pi^{S}=\Phi W^{\Pi}$ out in terms of probability, this implies that for all $i, j, k, \sum_{\omega} \mathbb{P}\left(\omega \mid s_{i}\right) \mathbb{P}\left(a_{k} \mid \omega\right)=$ $\sum_{\omega} \mathbb{P}\left(\omega \mid s_{i}\right) \mathbb{P}\left(a_{k} \mid \omega\right) \mathbb{P}\left(s_{j} \mid \omega\right)$ if $i=j$, and $\sum_{\omega} \mathbb{P}\left(\omega \mid s_{i}\right) \mathbb{P}\left(a_{k} \mid \omega\right) \mathbb{P}\left(s_{j} \mid \omega\right)=0$ if $i \neq j$.

We will first consider the latter case. For all observations $\omega$, there exists some $k^{\prime}$ such that $\mathbb{P}\left(a_{k^{\prime}} \mid \omega\right)>0$. We then have that for all $i \neq j, \sum_{\omega} \mathbb{P}\left(\omega \mid s_{i}\right) \mathbb{P}\left(a_{k^{\prime}} \mid \omega\right) \mathbb{P}\left(s_{j} \mid \omega\right)=0$. Because each term in the sum is nonnegative, this is equivalent to the statement that for all $i \neq j$ and all $\omega, \mathbb{P}\left(\omega \mid s_{i}\right) \mathbb{P}\left(a_{k^{\prime}} \mid \omega\right) \mathbb{P}\left(s_{j} \mid \omega\right)=0$. Because $\mathbb{P}\left(a_{k^{\prime}} \mid \omega\right)$ is positive, this implies that for all $i \neq j$ and for all $\omega, \mathbb{P}\left(\omega \mid s_{i}\right) \mathbb{P}\left(s_{j} \mid \omega\right)=0$. This means that if state $s_{i}$ produces an observation $o$, then $\omega$ cannot be produced by any other reachable state $s_{j} \neq s_{i}$, where two states are reachable if there exists a sequence of actions sampled from the policy that enable the agent to reach state $s_{i}$ from $s_{j}$ with nonzero probability. In other words, we are in a block MDP for each component of the state space.

The former case doesn't add anything new. We have that for all $i, k, \sum_{\omega} \mathbb{P}\left(\omega \mid s_{i}\right) \mathbb{P}\left(a_{k} \mid \omega\right)\left(1-\mathbb{P}\left(s_{i} \mid \omega\right)\right)=0$. Because each term is nonnegative, this is equivalent to $\mathbb{P}\left(\omega \mid s_{i}\right) \mathbb{P}\left(a_{k} \mid \omega\right)\left(\mathbb{P}\left(s_{i} \mid \omega\right)-1\right)=0$. Because we again have that for all observations there exists an action $a_{k^{\prime}}$ with nonzero probability, this means we can choose $k=k^{\prime}$ to find $\mathbb{P}\left(\omega \mid s_{i}\right)=0$ or $\mathbb{P}\left(s_{i} \mid \omega\right)=1$ for all $\omega, s_{i}$. This means that either the state $s_{i}$ does not produce an observation $\omega$, or the observation $\omega$ uniquely determines which state the agent is in.

Lastly, by going backwards through the proof, we see that the converse is also true. If the system is a block MDP, then $\Pi^{S}=\Phi W^{\Pi}$ and so $A_{\pi}^{\lambda}=A_{\pi}^{\lambda^{\prime}}$.

## B. 4 Proof of Lemma 4.1.2 (Zero $\lambda$-Discrepancy)

In this section, we prove Lemma 4.1.2, deriving a condition for the $\lambda$-discrepancy to vanish.
Let $A^{\lambda}=\left(I-\gamma T\left(\lambda \Pi^{S}+(1-\lambda) \Phi W^{\Pi}\right)\right)^{-1} . Q^{\lambda}=Q^{\lambda^{\prime}}$ iff $W\left(A^{\lambda}-A^{\lambda^{\prime}}\right) R^{S A}=0$. Expanding $A^{\lambda}$ and $A^{\lambda^{\prime}}$ into power series, we have

$$
\begin{aligned}
0= & \left(W R^{S A}+\gamma W T\left(\lambda \Pi^{S}+(1-\lambda) \Phi W^{\Pi}\right) R^{S A}+\right. \\
& \left.\gamma^{2} W T\left(\lambda \Pi^{S}+(1-\lambda) \Phi W^{\Pi}\right) T\left(\lambda \Pi^{S}+(1-\lambda) \Phi W^{\Pi}\right) R^{S A}+\ldots\right) \\
- & \left(W R^{S A}+\gamma W T\left(\lambda^{\prime} \Pi^{S}+\left(1-\lambda^{\prime}\right) \Phi W^{\Pi}\right) R^{S A}+\right. \\
& \left.\gamma^{2} W T\left(\lambda^{\prime} \Pi^{S}+\left(1-\lambda^{\prime}\right) \Phi W^{\Pi}\right) T\left(\lambda^{\prime} \Pi^{S}+\left(1-\lambda^{\prime}\right) \Phi W^{\Pi}\right) R^{S A}+\ldots\right)
\end{aligned}
$$

We observe that it is potentially possible to get cases of zero $\lambda$-discrepancy from the terms in this equation cancelling out. This can occur in one particularly nice way if $\lambda=0$ and $\lambda^{\prime}=1$. In this case, there is no $\lambda$-discrepancy precisely when

$$
\begin{aligned}
0 & =\left(W R^{S A}+\gamma W T \Pi^{S} R^{S A}+\gamma^{2} W T \Pi^{S} T \Pi^{S} R^{S A}+\ldots\right) \\
& -\left(W R^{S A}+\gamma W T \Phi W^{\Pi} R^{S A}+\gamma^{2} W T \Phi W^{\Pi} T \Phi W^{\Pi} R^{S A}+\ldots\right) \\
& =\gamma\left(W T \Pi^{S} R^{S A}-W T \Phi W^{\Pi} R^{S A}\right) \\
& +\gamma^{2}\left(W T \Pi^{S} T \Pi^{S} R^{S A}-W T \Phi W^{\Pi} T \Phi W^{\Pi} R^{S A}\right)+\ldots
\end{aligned}
$$

This occurs when each pair of $n$-step return terms cancel, or

$$
\begin{array}{r}
W T \Pi^{S} R^{S A}-W T \Phi W^{\Pi} R^{S A}=0 \\
W T \Pi^{S} T \Pi^{S} R^{S A}-W T \Phi W^{\Pi} T \Phi W^{\Pi} R^{S A}=0
\end{array}
$$

Interpreting this in terms of probabilities, this says that for all initial observations $\omega^{0}$, initial actions $a^{0}$, and horizons $T$,

$$
\begin{equation*}
\mathbb{E}\left(r^{T} \mid \omega^{0}, a^{0}\right)=\sum_{\omega^{1}, \ldots, \omega^{T}} \mathbb{E}\left(r^{T} \mid \omega^{T}\right) \mathbb{P}\left(\omega^{1} \mid \omega^{0}, a^{0}\right) \prod_{t=1}^{T-1} \mathbb{P}\left(\omega^{t+1} \mid \omega^{t}\right) \tag{B.1}
\end{equation*}
$$

In particular, this applies when $R^{S A}$ is a constant matrix, as in this case, the expected rewards are all equal. Therefore, when $R^{S A}$ is constant, $Q^{1}=Q^{0}$.

## B. 5 Lambda Discrepancy Norm Weighting

The $\lambda$-discrepancy introduced in Definition 3 and formalized in Equation 4.5 contains a weighted norm over the observations and actions of the decision process. There are many choices of norm and weighting scheme. We use an $L^{2}$ norm to highlight the connection to mean-squared action-value error. For the weighting scheme, we weight actions according to the policy for each observation, and we weight observations uniformly. We also considered weighting observations according to their discounted visitation frequency, but found that this led to worse performance during memory optimization.

## B. 6 Analytical Memory Optimization

## B.6.1 Memory-Augmented POMDP

As referenced in Section 4.2.1, here we will explain how to define a memory-augmented POMDP from a base POMDP $(S, A, T, R, \Omega, \Phi, \gamma)$. Given a set of memory states $M$, we will augment the POMDP as follows:

$$
\begin{gathered}
S_{M}=S \times M \\
A_{M}=A \times M \\
\Omega_{M}=\Omega \times M \\
T_{M}: S_{M} \times A_{M} \times S_{M} \rightarrow[0,1],\left(s_{0}, m_{0}\right) \times\left(a_{0}, m_{1}\right) \times\left(s_{1}, m_{2}\right) \mapsto T\left(s_{0}, a_{0}, s_{1}\right) \delta_{m_{1} m_{2}} \\
R_{M}: S_{M} \times A_{M} \rightarrow[0,1],\left(s_{0}, m_{0}\right) \times\left(a_{0}, m_{1}\right) \mapsto R\left(s_{0}, a_{0}\right) \\
\Phi_{M}: S_{M} \times \Omega_{M} \rightarrow[0,1],\left(s_{0}, m_{1}\right) \times\left(\omega_{0}, m_{2}\right) \mapsto \Phi\left(s_{0}, \omega_{0}\right) \delta_{m_{1} m_{2}} \\
\gamma_{M}=\gamma
\end{gathered}
$$

This augmentation scheme uses the memory states $M$ in three ways: as augmentations of states, actions, and observations. The state augmentation concatenates the environment state $S$ with the agent's internal memory state $M$. Meanwhile, the action augmentation $A_{M}$ provides the agent with a means of managing its internal memory state. Together, these augmentations allow writing the augmented transition dynamics $T_{M}$, which are defined so as to preserve the underlying state-transition dynamics $T$ while allowing the agent full control to select its desired next memory state. The observation augmentation $\Omega_{M}$ provides the agent with additional context with which to make policy decisions, and the observation function $\Phi_{M}$ preserves the original behavior of the observation function $\Phi$ while giving the agent complete information about the internal memory state.

We define an augmented policy $\pi$ as follows:

$$
\pi: \Omega_{M} \times A_{M} \rightarrow[0,1]
$$



Figure B.1: Visualizations of value functions computed using MC (left) and TD (right). MC averages over entire trajectories, so it can associate the blue observation with the upward goal. By contrast, TD computes value by bootstrapping; its value estimates for subsequent observations ignore any prior history.
which we decompose into two parts, an action policy and a memory policy:

$$
\begin{gathered}
\pi\left(a, m^{\prime} \mid \omega, m\right)=\pi_{A}(a \mid \omega, m) \pi_{M}\left(m^{\prime} \mid a, \omega, m\right) \\
\pi_{A}: \Omega \times M \times A \rightarrow[0,1] \\
\pi_{M}: \Omega \times M \times A \times M \rightarrow[0,1]
\end{gathered}
$$

Note that the memory policy $\pi_{M}$ has the same function signature as-and is equivalent to-the state-machine formulation of memory functions introduced in Section 2.3.2. This definition of memory functions is convenient because it allows us to express a memory-augmented POMDP as a new POMDP using simple Cartesian products.

Now we can define the value function over the Cartesian product of observations and memories:

$$
\begin{equation*}
Q_{\pi_{M}}^{\lambda}=W_{M}\left(I-\gamma T_{M}\left(\lambda \Pi^{S}+(1-\lambda) \Phi W_{M}^{\Pi}\right)\right)^{-1} R_{M} \tag{B.2}
\end{equation*}
$$

where all quantities (including $W_{M}$ and $W_{M}^{\Pi}$ ) have been modified to handle the augmented states and observations. We provide pseudocode for taking this memory-Cartesian product of a POMDP in Appendix B.6.3, Algorithm 5.

## B.6.2 Environments and Analytical Algorithms

## B.6.2.1 T-Maze Details

We use T-maze with corridor length 5 as an instructive example. The environment has 15 underlying MDP states: one initial state for each reward configuration (reward is either up or down), five for each corridor, one for each junction, and finally the terminal state. There are 5 observations in this environment - one for each of the initial states, a corridor observation shared by all corridor states, a junction observation shared by both junction states, and a terminal observation. The action space is defined by movement in the cardinal directions. If the agent tries to move into a wall, it remains in the current state. From the junction state, the agent receives a reward of +4 for going north, and -0.1 for going south in the first reward configuration. The rewards are flipped for the second configuration. The environment has a discount rate of $\gamma=0.9$.

This environment makes it easy to see the differences between MC and TD approaches to value function estimation. We visualize these differences in Figure B.1. MC computes the average value for each observation by averaging the return over all trajectories starting from that observation. By contrast, TD averages over the 1-step observation transition dynamics and rewards, and bootstraps off the value of the next observation. For a policy that always goes directly down the corridor and north at the junction, this leads to an average return for the blue observation of +4 with MC and $(4-0.1) / 2=1.95$ with TD (ignoring discounting).

## B.6.2.2 Other POMDP Details

All other POMDPs used in the experiments Section 4.2.1.2 were taken from pre-defined POMDP definitions (Cassandra, 2003). The only exception is the Tiger environment, where we preserve the underlying environment behavior, but adapt the domain specification to match our formalism such that observations are only a function of state.

The original Tiger domain used a hand-coded initial belief distribution that was uniform over the two states $L / R$, and did not emit an observation until after the first action was selected. Thereafter, the observation function was action-dependent, with state-action pair (L, listen) emitting observations left and right with probability 0.85 and 0.15 respectively, and other actions ( $\mathrm{L}, *$ ) emitting uniform observations and returning to the initial belief distribution. Since our agent does not have access to the set of states, it cannot use an initial belief distribution. To achieve the same behavior, we modified the domain by splitting each state $L / R$ into an initial state $L_{1} / R_{1}$ that always emits an initial observation, and a post-listening state $L_{2} / R_{2}$ that uses the $0.85 / 0.15$ probabilities. We visualize these changes in Figure B.2. This type of modification is always possible for finite POMDPs and does not change the underlying dynamics.

## B.6.2.3 Memory Improvement Algorithm

In this section we provide pseudocode for the memory-learning algorithm described in Section 4.2.1.1 in Algorithm 4. This function takes as input a POMDP $\mathcal{P}$ and memory parameters $\theta_{\mu}$, and minimizes the observation-space $\lambda$-discrepancy as defined in Equation 4.6. This minimization is achieved through a gradient descent update computed using the auto-differentiation package JAX (Bradbury et al., 2018).

```
Algorithm 4 Memory Improvement
    Input: Fixed policy parameters \(\theta_{\pi}\), where \(\Pi=\operatorname{softmax}\left(\theta_{\pi}\right)\), memory parameters \(\theta_{\mu}\), POMDP parameters
    \(\mathcal{P}:=\left(T, R^{S A}, \phi, p_{0}, \gamma\right)\), number of improvement steps \(n_{\text {steps }, \mu}\), learning rate \(\alpha \in[0,1]\)
    for \(i=0\) to \(n_{\text {steps }, M}-1\) do
        // Augment MDP with memory parameters \(\theta_{\mu}\)
        \(\mathcal{P}_{\theta_{\mu}} \leftarrow\) expand_over_memory \(\left(\mathcal{P}, \theta_{\mu}\right)\)
        // Calculate MC (no memory augmentation) and TD (with memory augmentation) value functions.
        \(Q_{\pi}^{1}=W\left(I-\gamma T \Pi^{S}\right)^{-1} R^{S A}, Q_{\pi_{\mu}}^{0}=W_{M}\left(I-\gamma T_{M} \Phi_{M} W_{M}^{\Pi}\right)^{-1} R_{M}\)
        // Map \(\Omega \times\) M-space value function back to \(\Omega\)-space with \(p(m \mid o), \forall o \in \Omega\)
        \(\hat{Q}_{\pi}^{0}=\sum_{m \in M} p(m \mid \cdot) Q_{\pi_{\mu}}^{0}\)
        // Calculate the \(\lambda\)-discrepancy
        \(Q_{\pi_{\mu}}^{\lambda}=\left\|\hat{Q}_{\pi_{\mu}}^{0}-Q_{\pi}^{1}\right\|_{\pi_{\theta}, 2}\)
        // Calculate the gradient of \(Q_{\pi_{\mu}}^{\lambda}\) w.r.t. \(\theta_{M}\), update memory parameters
        \(\theta_{\mu} \leftarrow\) update_params \(\left(\alpha, \theta_{\mu}, \nabla_{\theta_{\mu}} Q_{\pi_{\mu}}^{\lambda}\right)\)
    end for
    return \(\theta_{M}\)
```

Here, update_params() is any gradient-descent-like update, such as stochastic gradient descent or Adam etc. As a note, all parameters $\boldsymbol{\theta}$ in these experiments are initialized with a Gaussian distribution, with mean 0 and standard deviation 0.5.

## B.6.3 Analytical Memory Cartesian Product

In this section, we define the memory-Cartesian product function, expand_over_memory(), used by Algorithm 4. This function computes the Cartesian product of the POMDP $\mathcal{P}$ and the memory state space $M$, as described in Appendix B.6.1.

```
Algorithm 5 Memory Cartesian Product (expand_over_memory)
    Input: Memory parameters \(\theta_{M}\) (with corresponding memory function \(M\) ), POMDP parameters \(\mathcal{P}:=\)
    ( \(T, R^{S A}, O, p_{0}, \gamma\) ), number of memory states \(|M|\)
    // Repeat reward function for each state over each memory \(m \in M\).
    \(R_{M}^{S A} \leftarrow\) repeat_over_states \(\left(R^{S A},|M|\right)\)
    // Calculate transition function cross product.
    \(T_{M}^{O} \leftarrow \operatorname{einsum}\left({ }^{\prime} i j, j k l m \rightarrow i k l m{ }^{\prime}, O, M\right)\)
    \(T_{M} \leftarrow \operatorname{einsum}\left(\right.\) ' \(\left.i l j k, l i m \rightarrow l i j m k^{\prime}\right)\)
    // Calculate observation function cross product. \(I_{|M|}\) is the identity function over \(|M|\).
    \(O_{M} \leftarrow \operatorname{kron}\left(O, I_{|M|}\right)\)
    // Finally, calculate the initial state distribution.
    \(p_{0, M=0} \leftarrow p_{0}\)
    return \(\left(T_{M}, R_{M}^{S A}, O_{M}, p_{0, M}, \gamma\right)\)
```


## B.6.4 Memory Optimization for Value Improvement

Now we describe the overall optimization process, incorporating both memory improvement and policy improvement. We start with policy iteration to learn a TD-optimal memoryless policy. Then we augment the policy and POMDP to incorporate the memory state space $M$. Next, we improve memory by minimizing the $\lambda$-discrepancy. Finally, we run policy iteration again on the memory-augmented POMDP.

```
Algorithm 6 Memory Optimization with Value Improvement
    Input: Randomly initialized policy parameters \(\theta_{\pi}\), where \(\Pi=\operatorname{softmax}\left(\theta_{\pi}\right)\), randomly initialized memory
    parameters \(\theta_{\mu}\), POMDP parameters \(\mathcal{P}:=\left(T, R^{S A}, \phi, p_{0}, \gamma\right)\), number of memory improvement steps
    \(n_{\text {steps }, M}\), number of policy iteration steps \(n_{\text {steps }, \pi}\), learning rate \(\alpha \in[0,1]\)
    // Calculate memoryless optimal policy.
    \(\theta_{\pi} \leftarrow\) policy_iteration \(\left(\theta_{\pi}, \mathcal{P}, n_{\text {steps }, \pi}\right)\)
    // Repeat policy over all memory states.
    \(\theta_{\pi_{\mu}} \leftarrow \operatorname{repeat}\left(\theta_{\pi},|M|\right)\)
    // Improve memory function.
    \(\theta_{\mu} \leftarrow\) memory_improvement \(\left(\theta_{\mu}, \theta_{\pi_{\mu}}, \mathcal{P}, n_{\text {steps }, M}\right)\)
    // Improve memory-augmented policy over learnt-memory-augmented POMDP
    \(\theta_{\pi_{\mu}} \leftarrow\) policy_iteration \(\left(\theta_{\pi_{\mu}}, \mathcal{P}_{\theta_{\mu}}, n_{\text {steps }, \pi}\right)\)
    return \(\theta_{\pi_{\mu}}, \theta_{\mu}\)
```

In this algorithm, policy_iteration() runs for a fixed number ( $n_{\text {steps }, \pi}$ ) of steps, alternating between analytical policy evaluation and updating the policy to be $\epsilon$-greedy with respect to the resulting Q-function.

## B.6.5 Experiment Details

## B.6.5.1 Analytical Memory Optimization Experiment Details

For all experiments in Section 4.2.1.2, we run memory optimization on the suite of POMDPs with the following hyperparameters. We optimize memory for $n_{\text {steps }, M}=20 K$ steps and run policy iteration for $n_{\text {steps }, \pi}=10 \mathrm{~K}$ steps. For all analytical experiments, we use the Adam optimizer (Kingma and Ba, 2015).

For the belief-state baselines, solutions were calculated using a POMDP solver from the pomdp-solve package (Cassandra, 2003). The belief-state solution for the $4 \times 3$ maze was solved using an epsilon parameter of $\epsilon=0.01$, due to convergence issues with the environment when utilizing POMDP solvers. We were unable to compute the belief-state solution for Hallway, as belief-state algorithms have historically performed extremely poorly on that domain; consequently, the upper normalization performance in Figure 4.2 b uses the value of an optimal ground-truth-state policy, learnt using value iteration, rather than an optimal belief-state policy.

## B.6.5.2 Discussion of Tiger Results

We now briefly discuss the performance of Tiger in Figure 4.2b-the only environment where our algorithm does not improve performance. In Tiger, the optimal memoryless policy is to listen initially, followed by opening whichever door the tiger is not in. This policy has the same value function under both TD and MC, and so has no $\lambda$-discrepancy. Because our approach first computes the TD-optimal memoryless policy, then uses the resulting $\lambda$-discrepancy to optimize memory, the lack of $\lambda$-discrepancy means our memory optimizer has no gradient signal to follow. As a result, we see the same performance across all numbers of memory states. This failure mode stems from the interaction between the way we select the policy for memory optimization and the inherent symmetry of the Tiger problem. Theorem 2 implies that such failures will be rare, and that they can be avoided by choosing a different policy.

To show that the Tiger failure mode is an artifact of this specific environment and not of this form of partial observability, we compare the performance of our analytical method on the Tiger problem versus the Tiger Grid problem (Littman et al., 1995) in Figure B.3. Tiger Grid is a scaled-up, grid-based version of Tiger with the same underlying problem of resolving uncertainty about which door contains the tiger. Future work should investigate more robust ways to select the policy used for memory optimization.

## B. 7 Sample-Based Experiments

## B.7.1 Sample-Based Results on Tabular POMDPs

In the experiments of Figure 4.3, we train all agents using the online SARSA algorithm (Rummery and Niranjan, 1994). For all environments, we terminate episodes with probability $(1-\gamma)$ at each timestep, which is equivalent to reward discounting (Puterman, 1994). We adjust the weight of the lambda discrepancy in our optimization objective $\mathcal{L}$ using the hyperparameter $\eta \geq 0$ :

$$
\begin{equation*}
\mathcal{L}=\left(v_{1}-v_{0}\right)^{2}+2\left(v_{1}-\hat{v}_{0}\right)\left(v_{0}-\hat{v}_{1}\right)+(1+\eta)\left(\hat{v}_{1}-\hat{v}_{0}\right)^{2}, \tag{B.3}
\end{equation*}
$$

where $v_{0}, v_{1}, \hat{v}_{0}$ and $\hat{v}_{1}$ are defined in Section 4.2.2. The two curves representing our method both use this objective function to train, however one chooses actions using the Q -values from the TD head, and one using those from the MC head. For a given episode, the agent chooses the maximum-valued (TD/MC) action with probability $(1-\epsilon)$ and a random action with probability $\epsilon$. At the end of each episode, each method updates its Q-function by following a single step of an optimizer, using the data gathered during that episode and the objective function defined by the method.

We choose a different value of $\eta$ for the two versions of our method, and use the chosen value for all environments. After sweeping over $\eta \in\{0.0,1 \mathrm{e}-5,1 \mathrm{e}-4,1 \mathrm{e}-3,1 \mathrm{e}-2,1 \mathrm{e}-1,1 \mathrm{e} 0,1 \mathrm{e} 1\}$, we choose $\eta=0.1$ for the MC-action-selection head, and $\eta=1.0$ for the TD-action-selection head. As in prior work training LSTMs
on T-Maze (Bakker, 2001), all experiments use an LSTM layer of dimension 12. The hyperparameters listed below are shared by all four experiments and were chosen without tuning on any method.

| Parameter Name | Parameter Value |
| :---: | :---: |
| LSTM Layer Size | 12 |
| Learning Rate | 0.001 |
| Optimizer | Adam |
| $\gamma$ | 0.95 |
| $\epsilon$ | 0.1 |

Table B.1: Shared LSTM Hyperparameters

The natural reward scales of POMDPs in this suite can be quite large, which presents difficulty for neuralnetwork methods. We employ a simple normalization scheme, where the agent normalizes the reward for an environment by the range that rewards may span: $r_{\text {agent }}=r /\left(r_{\max }-r_{\min }\right)$. This preserves the sign of the original rewards while ensuring that the normalized rewards fall within the range $[-1,1]$.

## B.7.2 Sample-Based Results on RockSample

To assess the scalability of our approach, we consider the RockSample(7, 8) environment (Smith and Simmons, 2004)-an environment with non-tabular features and a state space orders of magnitude larger than the other POMDPs we consider. We plot learning curve results in Figure B.4, and see that both versions of our method outperform the agents that use either MC or TD value functions alone. This result suggests that minimizing $\lambda$-discrepancy is a promising approach for resolving partial observability in large domains.

## B.7.3 Experimental details for RockSample

In our experiments for RockSample, we limit the maximum episode length to 1000 environment time steps. The rock locations are also randomly sampled and fixed for each seed. The remaining settings and hyperparameters are the same as the original formulation of $\operatorname{RockSample}(7,8)$ (Smith and Simmons, 2004).

As in the other LSTM experiments, (see Appendix B.7.1), we use the SARSA algorithm, but here we add an experience replay buffer (Lin, 1992). The LSTM hyperparameters were selected based on best performance for the TD agent, and for the $\lambda$-discrepancy agents, we simply selected $\eta=1$ without any tuning. The feature space uses action concatenation, where the one-hot representation of the previous action is concatenated to the LSTM input. Since we are using a replay buffer, we also use truncated-backpropagation through time (T-BPTT) (Werbos, 1990) for only this domain.

| Parameter Name | Parameter Value |
| :---: | :---: |
| LSTM Layer Size | 100 |
| Learning Rate | 0.0001 |
| Optimizer | Adam |
| $\gamma$ | 0.99 |
| $\epsilon$ | 0.1 |
| T-BPTT Truncation | 10 |
| Buffer Size | 100 K |

Table B.2: Shared LSTM Hyperparameters for RockSample


Figure B.2: Visualizations of the Tiger POMDP. In the original version (left) the observation function was action-dependent, whereas in our modified version (right) observations only depend on state. The state color for the domain on the right represents the distinct state-dependent observation functions: purple states use the initial observation, while the other states are biased towards either left (blue) or right (red) observations with probability 0.85.


Figure B.3: Results on Tiger and Tiger Grid.


Figure B.4: RockSample results. (Individual learning curves are averaged over a 5000 -step window.)

## Appendix C

## Focused Macro-Actions

## C. 1 Suitcase Lock Implementation

Each Suitcase Lock problem instance has $N$ dials, each with $M$ digits, and $2 N$ actions, half which increment a deterministic subset of the dials (modulo $M$ ), and half which decrement the same dials (see Figure 5.2). Let $k_{i}$ denote the effect size of action $a_{i}$, and $\bar{k}$ denote the mean effect size across all actions. Given a $\bar{k}$, we generate problem instances with different start states, goal states, and sets of actions such that they have mean effect size $\bar{k}$.

We always ensure that every state can be reached from every other state. Note that if $\bar{k}=N$, or if all actions modify (for example) an even number of state variables, it is not possible to reach every state from every other state. To circumvent this issue, we check that for a given problem instance, the increment and decrement action sets can each be reduced to an $N \times N$ binary matrix with full rank. We repeatedly generate action sets with the desired mean effect size until we find one that satisfies this condition. The resulting action sets are therefore different for each random seed, except when $\bar{k}=1$ where we always use the identity matrix $I$, and when $\bar{k}=(N-1)$ where we use $1-I$ with an extra 1 added to the first diagonal element to break symmetry. The decrement actions are always the negation of the increment actions, and we ignore them for $M=2$.

## C. 2 Simulator Details

## C.2.1 PDDLGym

We use the PDDLGym library Silver and Chitnis, 2020 to automatically construct black-box simulators for PDDL planning problems. State information is represented as a variable-length list of currently-true literals. The planning agent has access to this state information, along with the goal (represented as a conjunction of literals), the action applicability function, and the simulator function. We chose a representative set of PDDL problems and executed uniform random actions to generate 100 unique random starting states for each, keeping the goal fixed. The associated .pddl files can be found in the code repository.

## C.2.2 15-Puzzle

The 15 -puzzle is a $4 \times 4$ grid of 15 numbered, sliding tiles and one blank space (see Figure C.1a). The puzzle begins in a scrambled configuration, and the objective is to slide the tiles until the numbers are arranged in increasing order. There are approximately $10^{13}$ states and the worst-case shortest solution requires 80 actions Brüngger et al., 1999. Our simulator uses a state representation with 16 variables (for the positions of each tile and of the blank space), and 48 primitive actions (that swap the blank space with one of the adjacent tiles), of which only 2-4 can be applied in each state. Similarly, macro-actions can only run if they begin with the correct blank space location.

We set the macro-learning budget $B_{M}=32,000$ simulator queries, the number of macros $N_{M}=192$, and the number of repetitions $R_{M}=16$. The budget was chosen to approximately match the number of steps required to solve one problem instance with primitive actions. This resulted in 12 generated macros per repetition, and a per-repetition simulator budget of 2000 state transitions. We compared these macro-actions against 192 "random" macro-actions of the same lengths, which were generated (for each random seed) by selecting actions uniformly at random from the valid actions at each state.

We then solved the 15 -puzzle using greedy best-first search with the goal-count heuristic and a simulation budget of $B_{S}=500,000$ state transitions. We generate 100 unique starting states by scrambling the 15 -puzzle with uniform random actions for either 225 or 226 steps, with equal probability (to ensure that we see all possible blank space locations). The resulting puzzles can be found in the code repository.

## Note C.2.2.1. On Finding States Where Macro Preconditions Do Not Apply

As mentioned in Section 5.2, the macro-learning procedure includes an option to repeat the search $R_{M}$ times from new starting states where the previously-discovered macros are not applicable. In general, finding such a state can be as hard as planning, although it might be easier if there is no requirement for generating a plan, e.g. by resetting the simulator to generate a new starting state. Some environment implementations do not allow resetting to arbitrary states, and, in those cases, a plan must be generated. 15-puzzle is the only domain
where we use $R_{M}>1$, and for this domain, we found that either state generation strategy was effective. For domains where the simulator cannot be reset, and where a random walk is insufficient, it is possible to make the search more informed, such as by incorporating state novelty into the heuristic.

## C.2.3 Rubik's Cube

The Rubik's cube is a $3 \times 3 \times 3$ cube with colored stickers on each outward-facing square (see Figure C.1b). The puzzle begins in a scrambled configuration, and the objective is to rotate the faces of the cube until all stickers on each face are the same color. There are approximately $4.3 \times 10^{19}$ states, and the worst-case shortest solution requires 26 actions Rokicki, 2014. Our simulator fixes a canonical orientation of the cube, and uses a 48-state-variable representation (for the positions of each colored square, excluding the stationary center squares). The problem has 12 primitive actions (i.e. rotating each of the 6 faces by a quarter-turn in either direction), and these actions are highly non-focused: each modifies 20 of the 48 state variables.

We set the number of learned macro-actions $N_{M}=576$ so that we could fairly compare the generated macroactions against our set of expert macro-actions. We learned macro-actions from a single starting state $R_{M}=1$, and set a simulation budget of $B_{M}=1,000,000$ simulator queries. We also compared against 576 "random" macro-actions of the same lengths as the expert macros (six distinct macro-actions plus their corresponding variations), which were regenerated for each random seed. We set the search budget $B_{S}=2,000,000$ simulator queries.

We obtained starting states for Rubik's cube from modified versions of the 100 hardest problems from Büchner (2018). The problems were specified as random sequences of primitive actions to be applied to a solved Rubik's cube in order to generate the starting state, as well as a corresponding SAS ${ }^{+}$representation for each problem. The original Büchner problems incorporated 18 half-turn and quarter-turn action primitives, whereas our simulator uses only 12 quarter-turn action primitives. Our modification removed the 6 half-turn actions from the $\mathrm{SAS}^{+}$representation and converted problem specifications involving half-turns to their equivalent quarter-turn-only specifications. The resulting problems consisted of between 12 and 29 primitive actions, with an average of about 20. (We also tried generating starting states by scrambling the cube with uniform random actions for 60 steps, with similar results.) The problems we use, and the procedure we use to generate randomly scrambled starting states, can be found in the linked code repository.


Figure C.1: Visualizations of the planning domains that use domain-specific simulators

## C. 3 Updating the Simulator with Macros

## PDDLGym

For the PDDLGym simulators, we build new macro-operators for the saved primitive-action sequences by:

1. Re-binding the original lifted parameters to new variables that capture any dependencies between subsequent actions. For example, the sequence [PLACE_ON (B, C), PLACE_ON (A, B)], would result in two distinct parameters for objects A and C, plus a third, shared parameter for object B that is reused by both primitives.
2. Combining the preconditions of subsequent primitive actions when they are not already met by the effects of previous primitive actions. For example, if ACTION1 has precondition (A and B) and effect C , and ACTION2 has precondition (C and D ), this would result in the combined precondition (A and $B$ and D).
3. Combining and simplifying the effects of the primitive actions to remove unnecessary negations. For example, if the combined precondition so far is A, and if ACTION1 has effect (B and (not A)) and ACTION2 has effect ( $C$ and $A$ ), this would result in a combined effect of ( $B$ and $C$ ), since $A$ is already a precondition.

We present pseudocode in Algorithm 2, and the implementation and the resulting macro-augmented PDDL files can be found in the code repository.

Note that while the desired number of macro-actions for all PDDLGym domains was set to $N_{M}=8$, we were only able to find four unique macros for the doors domain.

## Domain-Specific Simulators

For 15-puzzle and Rubik's cube, both simulators use a position-based representation (i.e. the positions of each numbered tile or blank space; the positions of each colored sticker excluding the stationary center stickers). Primitive actions are expressed as permutations operations on the indices of the state variables.

To augment the simulator with macro-actions, we computed the overall permutation for each sequence of primitive actions, and store the result (along with its precondition, if any) as a new permutation operation that the simulator can apply using the same procedure it uses for primitive actions.

In the case of Rubik's cube, none of the primitive actions have preconditions, so the resulting macros do not have preconditions either. However, for 15-puzzle, primitive-action preconditions depend on the position of the blank space. Fortunately, since we only construct macros for valid action sequences and since actions deterministically modify the position of the blank space, as long as the initial precondition is satisfied, each action will automatically satisfy the precondition of the next action in the sequence. Thus, when saving each

```
Algorithm 2 Construct lifted macro for PDDLGym
Input:
actions, a sequence of grounded primitive actions
operators, map from names to lifted primitive operators
Output:
macro, a newly-constructed, lifted macro-operator
macro.params := \(\emptyset\)
macro.preconds \(:=\emptyset\)
    macro.effects := \(\emptyset\)
    lifted \(:=\) map from grounded to lifted variable names
    for action in actions do
        op := operators[action.name]
        lifted.update ( \(\{v \mapsto\) new_variable_name (), for \(v\) in action.variables if \(v\) not in lifted \})
        binding \(:=\{p \mapsto\) lifted \([v]\), for \((p, v)\) in zip(op.params, action.variables \()\}\)
        for \(p\) in op.params do
            macro.params.add( binding[p])
        end for
        for literal in bind_literals(op.preconds, binding) do
            if literal not in macro.effects and literal not in macro.preconds then
                macro.preconds.add(literal)
            end if
        end for
        cleanup_contradictory_effects(op.effects)
    // Simplify any contradictory effects to just their positive part, e.g. ( (not A) and A) becomes (A)
        for literal in bind_literals(op.effects, binding) do
            if ( \(\neg\) literal) in macro.effects then
                    macro.effects.remove( \(\neg\) literal)
            else
                    macro.effects.add(literal)
            end if
        end for
    end for
    return macro
```

15-puzzle macro-action, we simply keep track of the blank-space location required to execute its first primitive action, along with its overall permutation.

The code to generate the overall permutation of a 15-puzzle or Rubik's cube macro-action can be found in the corresponding module in the code repository.

## C. 4 Expert Rubik's Cube Macros

We use the following expert macro-actions (expressed in standard cube notation Singmaster, 1981):

- 3-corner swap (see Figure 5.4a): $L^{\prime} B L F^{\prime} L^{\prime} B^{\prime} L F$
- 3-edge swap, middle: $L^{\prime} R U U R^{\prime} L F F$
- 3-edge swap, face: $R R U R U R^{\prime} U^{\prime} R^{\prime} U^{\prime} R^{\prime} U R^{\prime}$
- 2-corner rotate: $R B^{\prime} R^{\prime} U^{\prime} B^{\prime} U F U^{\prime} B U R B R^{\prime} F^{\prime}$
- R-permutation: $F F R^{\prime} F^{\prime} U^{\prime} F^{\prime} U F R F^{\prime} U U F U U F^{\prime} U^{\prime}$
- 2-edge flip: $L R^{\prime} F L R^{\prime} D L R^{\prime} B L R^{\prime} U U L R^{\prime} F L R^{\prime} D L R^{\prime} B L R^{\prime}$

To generate the full set of 576 expert macro-actions, we consider 96 variations of each of the above sequences, including all 24 possible orientations, along with their inverse and mirror-flipped versions.

The learned 3-pair-swap macro in Figure 5.4b was not included with the expert macro-actions. We also provide its action sequence for completeness.

- 3-pair-swap (see Figure 5.4b): $F^{\prime} L F^{\prime} L^{\prime} F F R U^{\prime} R^{\prime} F^{\prime} U F$


## C. 5 Reproducibility

## C.5.1 Hyperparameter Selection

In the main text, and the preceding sections of the appendix, we describe the final hyperparameters used to run the experiments. We arrived at these values by an informal hyperparameter search, and many hyperparameters never changed from their initial values.

## C.5.1.1 PDDLGym Domains

For the PDDLGym domains, the simulation budget was set to 100 K queries for compute reasons, as the PDDLGym simulator was slower than the domain-specific simulators. The macro-learning budgets for the PDDLGym domains were set to be comparable to the number of simulator queries needed to solve a single problem instance using greedy best-first search with the goal-count heuristic and primitive actions. The number of PDDLGym macros was chosen to be uniform across the various domains.

We ran some informal experiments with different amounts of macros to ensure that the approach was not overly sensitive to the number of macros, and found that there was no significant change in performance when
adding more macros, as long as the effect size remained low. We found that it was possible to tune the number of macros for each PDDLGym domain separately, with improved results, but felt that leaving the number of macros fixed was a more principled evaluation of our approach.

## C.5.1.2 15-Puzzle

The simulation budget for 15 -puzzle was set to 500 K queries, although this full simulation budget was not needed since every problem was solved in fewer than that many generated states. The number of macros for 15-puzzle was set higher than for PDDLGym, to compensate for the fact that the domain-specific simulator macros are tied to specific tiles, rather than lifted like the PDDLGym macros. The numbers of random and focused macros were equal to each other, to ensure a fair comparison.

## C.5.1.3 Rubik's Cube

We increased the Rubik's cube simulation budget to 2 M queries to see whether the primitive-action planner could solve any problems with more planning time. The macro-learning budget for Rubik's cube was set to 1 M queries to see if the total cost of learning macros and planning was low enough to justify learning macros for a single problem instance. The numbers of focused and random macros for Rubik's cube were chosen to match the number of expert macro-actions, which was itself chosen so that the expert macros could efficiently solve the Rubik's cube.

## C.5.2 Computational Resources

This chapter included experiments that ran a cluster of Linux machines running either RedHat 7.7 or Debian 10, with varying hardware specifications. However, a single seed for each of the experiments can run in 30 minutes (and usually significantly less) on a MacBook Pro running macOS Mojave (10.14.6), with 2 GHz i5 processor and 16GB RAM. No GPUs were used for any of the experiments.

## C.5.3 Random Seeds

Random seeds were used to generate the problem instances, macro-actions, and planning results. We have attempted to make results as reproducible as possible by fixing random seeds. The commands listed in the README file should reproduce our results exactly. As noted in the preceding sections of this appendix, we have also saved and included the generated problem instances in the linked code repository, to allow for maximum portability.

## Appendix D

## Task Scoping

## D. 1 Results using Fast Downward's Merge and Shrink Heuristic

The full configuration we used for the merge and shrink heuristic in Table D. 1 is:

```
astar(
    merge_and_shrink(
        shrink_strategy=shrink_bisimulation(greedy=false),
        merge_strategy=merge_sccs(
            order_of_sccs=topological,
            merge_selector=score_based_filtering(
                scoring_functions[goal_relevance,dfp,total_order]
            )
        ),
        label_reduction=exact(before_shrinking=true,before_merging=false),
        max_states=50k,
        threshold_before_merge=1
    )
)
```


## D. 2 Detailed Experimental Domain Descriptions

Below, we provide detailed descriptions of our different experimental environments. The PDDL files that were actually used to run these domains in our experiments are included with the provided code submission.

| Problem | Operators |  | Expansions |  | Evaluations |  | Translate | Scoping | Planning Time (s) |  | Total Time (s) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Unscoped | Scoped | Unscoped | Scoped | Unscoped | Scoped |  |  | Unscoped | Scoped | Unscoped | Scoped |
| Driverlog 15 | 2, 592 | 2,112 | 527,636 | 460, 244 | 796, 110 | 7,289,831 | $0.5 \pm 0.0$ | $3.6 \pm 0.2$ | $12.4 \pm 0.5$ | $9.4 \pm 0.4$ | $12.9 \pm 0.5$ | $13.5 \pm 0.5$ |
| Driverlog 16 | 4,890 | 3, 540 | 38,681 | 29,618 | 925, 264 | 577,118 | $0.7 \pm 0.0$ | $8.4 \pm 0.4$ | $7.6 \pm 0.2$ | $4.5 \pm 0.2$ | $8.3 \pm 0.3$ | $13.6 \pm 0.6$ |
| Driverlog 17 | 6,170 | 3,770 | 7,768,684 | 4,607, 258 | 198,623,900 | 88,705,990 | $0.8 \pm 0.0$ | $9.5 \pm 0.3$ | $154.0 \pm 4.8$ | $50.2 \pm 1.5$ | $154.9 \pm 4.9$ | $60.6 \pm 1.8$ |
| Logistics 15 | 650 | 250 | 5,951,997 | 672,736 | 140, 607, 200 | 11,646, 320 | $0.3 \pm 0.0$ | $0.7 \pm 0.0$ | $73.7 \pm 2.9$ | $11.1 \pm 0.8$ | $74.0 \pm 2.9$ | $12.1 \pm 0.8$ |
| Logistics 20 | 650 | 250 | 289,584 | 86,663 | 6,941, 424 | 1,524,997 | $0.3 \pm 0.0$ | $0.7 \pm 0.0$ | $7.8 \pm 0.4$ | $8.6 \pm 0.5$ | $8.1 \pm 0.4$ | $9.5 \pm 0.6$ |
| Logistics 25 | 650 | 290 | 11, 437, 240 | 1,944,960 | 265, 871, 100 | 35, 198, 000 | $0.3 \pm 0.0$ | $0.8 \pm 0.0$ | $148.0 \pm 5.2$ | $21.5 \pm 1.1$ | $148.3 \pm 5.3$ | $22.5 \pm 1.1$ |
| Satellite 05 | 609 | 339 | 114 | 114 | 7,001 | 3,950 | $0.3 \pm 0.1$ | $0.6 \pm 0.1$ | $3.9 \pm 0.2$ | $4.5 \pm 0.2$ | $4.2 \pm 0.2$ | $5.5 \pm 0.3$ |
| Satellite 06 | 582 | 362 | 21 | 21 | 1,084 | 684 | $0.3 \pm 0.1$ | $0.5 \pm 0.1$ | $1.0 \pm 0.1$ | $1.4 \pm 0.1$ | $1.4 \pm 0.1$ | $2.2 \pm 0.1$ |
| Satellite 07 | 983 | 587 | > 21, 423,400 | 13,438,440 | > 362, 395, 000 | 679, 734,000 | $0.4 \pm 0.1$ | $0.9 \pm 0.1$ | $>813.3 \pm 4.2$ | $203.2 \pm 5.6$ | $>838.1 \pm 18.3$ | $204.5 \pm 5.7$ |
| Zenotravel 10 | 1,155 | 1, 095 | 1,466,718 | 1,031, 280 | 37,782, 140 | 25, 677, 010 | $0.3 \pm 0.0$ | $2.4 \pm 0.0$ | $22.1 \pm 0.4$ | $16.6 \pm 0.3$ | $22.5 \pm 0.4$ | $19.3 \pm 0.4$ |
| Zenotravel 12 | 3,375 | 3,159 | 5, 306,442 | 3,348, 866 | 231,592, 500 | 140, 117, 800 | $0.6 \pm 0.0$ | $7.3 \pm 0.1$ | $125.4 \pm 4.9$ | $72.3 \pm 3.6$ | $125.9 \pm 5.0$ | $80.2 \pm 3.7$ |
| Zenotravel 14 | 6,700 | 6, 200 | >6,462,279 | > 5, 392, 118 | > 168,064, 648 | > 130, 752,144 | $1.0 \pm 0.0$ | $14.3 \pm 0.3$ | $>644.6 \pm 11.5$ | $>661.4 \pm 17.0$ | $>644.6 \pm 11.5$ | $>676.2 \pm 17.1$ |

Table D.1: Results for our Fast Downward experiments using the Merge and Shrink heuristic. Entries beginning with $>$ indicate that Fast Downward did not find a plan, due to an out-of-memory error. Note that Satellite 07 could only be completed when scoped, and that Logistics 25 was over 6 times as fast when using scoping.

## D.2.1 Numeric Planning Domains

## D.2.1.1 Multi-Switch Continuous Playroom

In this domain, an agent controls 3 effectors (an eye, a hand, and a marker) to interact with 6 kinds of objects (a light switch, a red button, a green button, a ball, a bell, and a monkey). The agent exists in a grid where it can take an action to move its effectors in the cardinal directions. To interact with the light switch or buttons, the agent's eye and hand effectors must be at the same grid cell as the relevant object. The light switch can be turned on and off to toggle the playroom's lights, and, when the lights are on, the green button can be pushed to turn on music, while the red button can be pushed to turn off music. Once the music is on, regardless of the state of the lights, the agent can move its eye and hand effectors to the ball and its marker effector to the bell to throw the ball at the bell and frighten the monkey. For this particular goal, if the green buttons are already pressed in the initial state, then all green buttons, as well as all light switches, are rendered task irrelevant.

In our experiments, we created tasks within progressively larger versions of the domain by progressively increasing the number of pressed green buttons and light-switches. The optimal plan for each of these tasks is for the agent to navigate its eye and hand effectors to the ball, and navigate the marker to the bell and then throw the ball at the bell to make the monkey scream.

## D.2.1.2 Composite IPC Domain

This domain was constructed by simply combining the numeric Satellites, Driverlog, Depots, and Zenotravel domains from the 2002 IPC. The combination was done straightforwardly: the corresponding sections of the different domain files (i.e. types, predicates, functions, operators) were simply appended to form one combined section in the new composite domain file. To create the composite problem files, we chose one problem file from each domain and combined the objects and initial states. However, we did not combine the goals (i.e., we created four separate files that had the same composite objects and initial state, but had the goal of the corresponding original problem file from each of the four respective domains). Below, we provide a description of the dynamics of the individual domains. The dynamics of the composite domain are simply the union of those of all the individual domains.
D.2.1.2.1 Satellites In this domain, the agent controls a host of satellites, each equipped with various instruments. The various instruments can be switched on or off independently. They can also be calibrated by pointing them at specific calibration targets. The instruments can also take images of specific phenomena if they are calibrated. Finally, the satellite itself can be angled to point at specific phenomena. Repositioning satellites requires power, and taking readings uses up storage space, both of which are finite. Problems involve procuring images of specific phenomena with specific instruments and pointing specific satellites in particular directions.
D.2.1.2.2 Driverlog In the DriverLog domain, the agent must organize drivers and trucks to transport packages to specific locations. Trucks can be loaded and unloaded with packages, drivers can disembark and board other trucks, and trucks can drive only between locations that are connected. Additionally, driving or walking between locations incurs different amounts of time. Problems involve moving certain drivers, trucks and packages to specific locations with no constraints on time.
D.2.1.2.3 Depots In the Depots domain, the agent must controls various vehicles and cranes that must coordinate together to transport large containers from one location to another. Containers have weights and vehicles have defined load limits that cannot be exceeded. Problems involve ensuring particular containers are left in specific locations.
D.2.1.2.4 Zenotravel In the ZenoTravel domain, the agent must route people and airplanes to specific cities. People can board or disembark from airplanes, and planes can fly between connected cities. When flying, planes can either choose to travel at a normal speed or 'zoom', which consumes more fuel. However, zooming can only be done when the number of passengers on the plane is smaller than a prescribed amount. Moreover, planes can be refueled up to a defined capacity. Aircrafts can also be refueled at any location. Most problems require the agent to get various people and planes to specific cities.

## D.2.1.3 Minecraft

In this domain, the agent controls Minecraft's central playable character and can move infinitely in either the x or y directions (though all the interactable objects necessary to complete any of the agent's tasks are located in a fairly small grid in front of the agent as pictured in Figure 1). The agent possesses a diamond axe and three "blocks" of wool in the initial state, and is standing in front of a grid of plants (white flowers, oak saplings and blue flowers). The agent can "pluck" any plant by hitting it repeatedly and then replant it at any location. There is also a set of items, namely four diamonds and seven sticks, beside the grid of plants. The agent can "pick" any of these items by moving to the same location as them, and also place them at any other location. Finally, there are two wooden blocks placed ahead of the grid of plants. Unlike the plants or items, these blocks are solid objects (like the wool blocks the agent already possesses) and will obstruct the agent's path. However,
the agent can destroy these blocks with its axe, which them to be automatically picked up by the agent. As with any item, the agent can then place them anywhere, whereupon they will become solid objects again.

The items within the domain can be used to "craft" various other items. If the agent possesses three blue flowers (obtained by plucking), it can invoke an action to craft a blue dye. This dye can be applied to any of the wool blocks to turn them blue. The agent can also craft a diamond axe from three diamonds and two sticks. For every wooden block the agent possesses, it can choose to craft four wooden plank blocks. Finally, the agent can craft a blue bed from three blue-dyed woolen blocks and 3 planks. Note that all these crafted items (except for the diamond axe) are items and can be picked and placed at any location. The bed and wooden planks are solid object blocks that obstruct the agent's movement and must be destroyed with the axe to be picked up and moved.

Within this domain, we defined three different tasks: (1) dye three wool blocks blue, (2) mine wood using a diamond axe and use this to craft wooden planks, and (3) craft a blue bed and place it at a specific location. To complete (1), the agent must pluck the three blue flowers from the center of the grid of plants, craft blue dye, then apply the dye to the wool blocks. To complete (2), the agent must use its axe to break one of the two wooden blocks in the domain, then invoke an action to craft planks. To accomplish (3), the agent must accomplish (1) and (2), then use three dyed wool blocks and three wooden planks to craft a bed. For task (1), the diamond axe sticks and other flowers are irrelevant by backwards reachability (Section 6.2.1). For task (2), the diamond axe is causally-linked (Section 6.2.3), the flowers, sticks and diamonds are irrelevant by backwards reachability. For task (3), the wool blocks and the diamond axe are causally-linked, and all plants other than the blue flowers, as well as the diamonds and sticks are irrelevant by backwards reachability.

## D.2.2 IPC Domains

Here, we describe the dynamics of each of the planning domains used for Section 6.3.2 of the main text. Note that we did not modify the dynamics of the domain whatsoever for our experiments - we only modified specific problem instances to introduce task irrelevance as described below:

## D.2.2.1 Logistics

In this well-known planning domain, the agent is tasked with delivering various packages to specific destination locations. To move the packages, the agent can choose to load them into a plane and fly them between locations or load them into a truck and drive them. Trucks can drive between any locations, but airplanes can only fly between locations with airports. This problem is rather similar to the Depots domain described above in Section D.2.1.2.

We introduced irrelevance into problems by modifying the goal so that most packages were already at their goal locations in the initial state.

## D.2.2.2 DriverLog

This domain is exactly the same as that described in Section D.2.1.2, except that there are no time costs incurred while driving or walking between locations.

We introduced irrelevance into problems by modifying the goal so that most conditions were already satisfied in the initial state.

## D.2.2.3 Satellite

This domain is exactly the same as that described in Section D.2.1.2, except that satellites do not have power or data storage limits.

We introduced irrelevance into these problems by modifying the goal so that several of its conditions were already satisfied or almost satisfied (e.g. specific instruments were already calibrated and pointing at goal phenomena) in the initial state. We also added additional instruments and satellites but not specifying any goal conditions involving these, rendering these irrelevant as well.

## D.2.2.4 ZenoTravel

This domain is exactly the same as that described in Section D.2.1.2, except there is no limit on the number of passengers that the plane can zoom with, or on the amount of fuel a plane can hold.

We introduced irrelevance into problems by modifying the goal so that many people and planes were already at their goal locations in the initial state.

## D. 3 Full PDDL for example domain

## D.3.1 Domain File

```
(define (domain toy-example)
    (:requirements :strips)
    (:predicates
        (has-food ?ag)
        (has-sticks ?ag)
        (has-stone ?ag)
        (hungry ?ag)
        (has-axe ?ag)
    )
    (:action hunt
        :parameters (?ag)
        :precondition (and (not (has-food ?ag)) (not (hungry ?ag)))
        :effect (and (has-food ?ag))
    )
    (:action gather
        :parameters (?ag)
        :precondition (and (not (has-food ?ag)) (hungry ?ag))
        :effect (and (has-food ?ag))
    )
    (:action get_stick
        :parameters (?ag)
        :precondition (and (not (has-sticks ?ag)))
        :effect (and (has-sticks ?ag))
    )
    (:action get_stone
        :parameters (?ag)
        :precondition (and (not (has-stone ?ag)))
        :effect (and (has-stone ?ag))
    )
    (:action eat
        :parameters (?ag)
        :precondition (and (has-food ?ag) (hungry ?ag))
```

```
        :effect (and (not (has-food ?ag)) (not (hungry ?ag)))
    )
    (:action make_axe
        :parameters (?ag)
        :precondition (and (has-sticks ?ag) (has-stone ?ag) (not (has-axe ?ag)))
        :effect (and (not (has-sticks ?ag)) (not (has-stone ?ag)) (has-axe ?ag))
    )
    (:action wait
        :parameters (?ag)
        :precondition (and (not (hungry ?ag)))
        :effect (and (hungry ?ag))
    )
)
```


## D.3.2 Problem File

```
(define (problem example-1)
    (:domain toy-example)
    (:objects steve)
    (:init
        (not (has-food steve))
        (not (has-sticks steve))
        (not (has-stone steve))
        (not (hungry steve))
        (not (has-axe steve))
    )
    (:goal (and (not (hungry steve)) (has-axe steve)))
)
```
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[^0]:    ${ }^{1}$ Named after Russian mathematician Andrey Andreyevich Markov (Markov, 1906; Seneta, 1996).

[^1]:    ${ }^{2}$ It's common to assume that $A(s)=\mathcal{A}$ for all states and that the actions that would otherwise be inapplicable simply have no effect.

[^2]:    ${ }^{3}$ Under certain modest assumptions that ensure the agent sees enough data; see Puterman (1994) for more detail.

[^3]:    ${ }^{4}$ It is common to assume the reward function factorizes as well, although we do not require such an assumption here.
    ${ }^{5}$ For our purposes, this binary is sufficient, although van Hasselt et al. (2019) argue that there is really more of a spectrum, and that methods that use experience replay (Mnih et al., 2015) represent a kind of middle ground.

[^4]:    ${ }^{6}$ Note that we are overloading the word model here. Previously, we discussed several problem models that each formalized the overall decision-making process. Now we are discussing world models, functions internal to the agent that produce simulated experiences.
    ${ }^{7}$ Strictly speaking, we should say search graph, since some sequences of actions may return the agent to a previously encountered state, but unless we require optimal plans, the agent can simply ignore these loops.

[^5]:    ${ }^{8}$ We will subsequently address partial observability through history abstractions.
    ${ }^{9}$ This use of the term "grounded" has a similar connotation to that of a grounded action schema in classical planning. In both cases, we are distinguishing something concrete from something abstract.

[^6]:    ${ }^{10}$ Abel et al. (2018) presented a three-state chain MDP where they made a similar observation.

[^7]:    ${ }^{11}$ For environments with probabilistic effects, macros could in principle be generalized to more complex abstract skills incorporating state information, but that extension is more closely related to the reinforcement learning setting and is beyond the scope of this dissertation.

[^8]:    ${ }^{1}$ This section closely follows Hutter (2016), except here we consider belief distributions over ground states, rather than full histories. An advantage of Hutter's work is that it also considers abstractions over histories, though it only provides a rough sketch of how to learn such abstractions. We will take a more detailed look at how to learn history abstractions in Chapter 4.
    ${ }^{2}$ This can happen, for example, when the policy induces either a Markov chain that does not have a stationary distribution, or one whose stationary distribution is different from $P_{0}$.

[^9]:    ${ }^{3}$ For the more general definitions that support arbitrary policies, see Appendix A.3.

[^10]:    ${ }^{4}$ For completeness, we reproduce the derivation in Appendix A.5.

[^11]:    ${ }^{5}$ We ran another experiment with no data augmentation, using a different state-of-the-art continuous control algorithm, RBF-DQN (Asadi et al., 2021), and found similar results there as well (see Appendix A. 11 for details).

[^12]:    ${ }^{1}$ We visualize this distinction for T-Maze in Figure B. 1 in Appendix B.6.2.
    ${ }^{2}$ Here we use $\Phi$ in place of $O$, both to avoid potential confusion with 0 , and to highlight the possibility that partial observability can also stem from an overly aggressive state abstraction.

[^13]:    ${ }^{1}$ Finding such a state may be as hard as planning, unless the simulator can be reset to generate new starting states; however, in practice, a random walk is often sufficient (see appendix, Note C.2.2.1).

[^14]:    ${ }^{2}$ All problem instances are included in the code repository.
    ${ }^{3}$ See Appendix C. 3 for details on how we update the simulator and action applicability function to incorporate the learned macros.

[^15]:    ${ }^{4}$ Macro-action sequences are included in Appendix C.4.

[^16]:    ${ }^{1}$ Our implementation is more general and supports any boolean-valued expression that can be expressed using Z3 (De Moura and Bjørner, 2008), but in principle, there are no restrictions on the expressions except that we can identify any associated variables and check effects for equality

[^17]:    ${ }^{2}$ In this work, we restrict our focus to scoping grounded planning problems, and leave potential scoping-related improvements to the grounding process itself for future work.
    ${ }^{3}$ For simplicity, we consider the former without conditional effects and the latter without axioms, though neither restriction is required by our approach.

[^18]:    ${ }^{a}$ Appendix D 3 contains PDDL for this example with $N=1$.

[^19]:    ${ }^{4}$ Additional optimizations are possible, such as by considering subsequent states or ignoring variables in $C_{i}$ when their values do not affect the truth value of the causally linked clauses.

[^20]:    ${ }^{5}$ This complexity expression neglects the cost of simplifying preconditions in Algorithm 2, which is reasonable in practice because most preconditions are relatively simple.

[^21]:    ${ }^{6}$ We keep objects corresponding to variables in $\mathcal{K}{ }^{\prime}$ because these objects may be used to ground operators in $\mathcal{O}^{\prime}$.

[^22]:    ${ }^{7}$ We also created a propositional version of this domain. Fast Downward was not even able to complete translation on it; however, after removing irrelevant objects for each problem by hand, planning took just a few seconds.

