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Abstract

We describe the Fourier basis, a linear value function approx-
imation scheme based on the Fourier series. We empirically
demonstrate that it performs well compared to radial basis
functions and the polynomial basis, the two most popular
fixed bases for linear value function approximation, and is
competitive with learned proto-value functions.

Introduction

Reinforcement learning (RL) in continuous state spaces re-
quires function approximation. Most work in this area fo-
cuses on linear function approximation, where the value
function is represented as a weighted linear sum of a set of
features (known as basis functions) computed from the state
variables. Linear function approximation results in a sim-
ple update rule and quadratic error surface, even though the
basis functions themselves may be arbitrarily complex.

RL researchers have employed a wide variety of ba-
sis function schemes, most commonly radial basis func-
tions (RBFs) and CMACs (Sutton and Barto, 1998). Often,
choosing the right basis function set is criticial for successful
learning. Unfortunately, most approaches require significant
design effort or problem insight, and no basis function set is
both simple and sufficiently reliable to be generally satis-
factory. Recent work (Mahadevan and Maggioni, 2007) has
focused on learning basis function sets from experience, re-
moving the need to design an approximator but introducing
the need to gather data to create one.

The most common continuous function approximation
method in the applied sciences is the Fourier series. Al-
though the Fourier series is simple, effective, and has solid
theoretical underpinnings, it is almost never used for value
function approximation. This paper describes the Fourier
basis, a simple linear function approximation scheme us-
ing the terms of the Fourier series as basis functions.! We
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demonstrate that it performs well compared to RBFs and the
polynomial basis, the most common fixed bases, and is com-
petitive with learned proto-value functions even though no
extra experience or computation is required.

Background

A d-dimensional continuous-state Markov decision process
(MDP) is a tuple M = (S, A, P,R), where S C R% is a
set of possible state vectors, A is a set of actions, P is the
transition model (with P(x, a,x’) giving the probability of
moving from state x to state x’ given action a), and R is the
reward function (with R(x, a,x") giving the reward obtained
from executing action a in state x and transitioning to state
x’). Our goal is to learn a policy, 7, mapping state vectors
to actions so as to maximize return (discounted sum of re-
wards). When P is known, this can be achieved by learning
a value function, V', mapping state vectors to return, and se-
lecting actions that result in the states with highest V. When
P is not available, the agent will typically either learn it, or
instead learn an action-value function, @, that maps state-
action pairs to expected return. Since the theory underlying
the two cases is similar we consider only the value function
case. V is commonly approximated as a weighted sum of
a set of basis functions ¢, ..., oz V(x) = Y10 widh(x).
This is termed linear value function approximation since V
is linear in weights w = [wy, ..., wy,]; learning entails find-
ing the w corresponding to an approximate optimal value
function, V*. Linear function approximation is attractive
because it results in simple update rules (often using gradi-
ent descent) and possesses a quadratic error surface with a
single minimum (except in degenerate cases). Nevertheless,
we can represent complex value functions since the basis
functions themselves can be arbitrarily complex.

The Polynomial Basis. Given d state variables x =
[1, ..., 24, the simplest linear scheme uses each variable
directly as a basis function along with a constant function,
setting ¢o(x) = 1 and ¢;(x) = x;, 0 < i < d. How-
ever, most interesting value functions are too complex to be
represented this way. This scheme was therefore general-

ized to the polynomial basis (Lagoudakis and Parr, 2003):
di(x) = H;l:l xj” , where each ¢; ; is an integer between
0 and n. We describe such a basis as an order n polynomial
basis. For example, a 2nd order polynomial basis defined



over two state variables x and y would have feature vector:
® = (1, =z vy, xy, 2%y, xy*, 2%y?]. Note the
features that are a function of both variables; these features
model the interaction between those variables.

Radial Basis Functions. Another common scheme
is RBFs, where each basis function is a Gaussian:

2 2 . .
di(x) = \/#76*”“7"” /297 for a given collection of
2

centers ¢; and variance o°. The centers are typically dis-
tributed evenly along each dimension, leading to n¢ centers
for d state variables and a given order n; o2 can be varied but
is often set to % RBFs only generalize locally—changes
in one area of the state space do not affect the entire state
space. Thus, they are suitable for representing value func-
tions that might have discontinuities. However, this limited
generalization is often reflected in slow initial performance.

Proto-Value Functions. Recent research has focused on
learning basis functions given experience. The most promi-
nent learned basis is proto-value functions or PVFs (Ma-
hadevan and Maggioni, 2007). In their simplest form, an
agent builds an adjacency matrix, A, from experience and
then computes the Laplacian, L = (D — A), of A where
D is a diagonal matrix with D(7, %) being the out-degree of
state 7. The eigenvectors of L form a set of bases that respect
the topology of the state space (as reflected in A), and can
be used as a set of orthogonal bases for a discrete domain.

Mahadevan et al. (2006) extended PVFs to continuous do-
mains, using a local distance metric to construct the graph
and an out-of-sample method for obtaining the values of
each basis function at states not represented in A. Although
the given results are promising, PVFs in continuous spaces
require samples to build A, an eigenvector decomposition to
build the basis functions, and pose several potentially diffi-
cult design decisions.

The Fourier Basis
In this section we describe the Fourier series for one and

multiple variables, and use it to define the univariate and
multivariate Fourier bases.

The Univariate Fourier Series

The Fourier series is used to approximate a periodic func-
tion; a function f is periodic with period T if f(z + T) =
f(z),Va. The nth degree Fourier expansion of f is:

_ n 2 2
fz)= % + ; [ak cos (k‘;x) -+ by, sin (k;x)} ,
. ey
2 [, f(z)cos(2ZEE) dx and with by =
2 fOT f(z) sin(%)' dx. For the remainder of this paper
we assume for simplicity that 7' = 2, with the variables of
the function we wish to approximate scaled appropriately.
In the RL setting f is unknown so we cannot compute
ag, ..., an and by, ..., by, but we can instead treat them as pa-
rameters in a linear function approximation scheme, with:
r 1=0
¢i(z) = cos (Srnz) i>0,io0dd
sin (47z) i>0,%even.

with a, =

Thus a full nth order Fourier approximation to a one-
dimensional value function results in a linear function ap-
proximator with 2n + 1 terms. However, as we shall see
below, we can usually use only n + 1 terms.

Even, Odd and Non-Periodic Functions

If f is known to be even (that is, f(x) = f(—x), so that f is
symmetric about the y-axis), then V¢ > 0,b; = 0, so the sin
terms can be dropped. This results in a function guaranteed
to be even, and reduces the terms required for an nth order
Fourier approximation to n + 1. Similarly, if f is known
to be odd (that is, f(z) = —f(—x), so that f is symmetric
with respect to the origin) then Vi > 0,a; = 0, so we can
omit the cos terms. These cases are depicted in Figure 1.

()
Figure 1: Even (a) and odd (b) functions.

However, in general, value functions are not even, odd,
or periodic (or known to be in advance). In such cases, we
can define our approximation over [—1, 1] but only project
the input variable to [0, 1]. This results in a function peri-
odic on [—1, 1] but unconstrained on (0, 1]. We are now free
to choose whether or not the function is even or odd over
[—1, 1] and can drop half of the terms in the approximation.

In general, we expect that it will be better to use the “half-
even” approximation and drop the sin terms because this
causes only a slight discontinuity at the origin. Thus, we
define the univariate nth order Fourier basis as:

¢i(x) = cos (inx), 2)

for i = 0,...,n. Figure 2 depicts a few of the resulting ba-
sis functions. Note that frequency increases with ¢; thus,
high order basis functions will correspond to high frequency
components of the value function.

Figure 2: Univariate Fourier basis functions for i = 1, 2, 3
and 4. The basis function for ¢ = 0 is a constant.

The Multivariate Fourier Series

The nth order Fourier expansion of the multivariate function
F(x) with period T in d dimensions is:
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where ¢ = [c1,...,¢q), ¢; € [0,...,n], 1 < j < d. This
results in 2(n + 1)¢ basis functions for an nth order full
Fourier approximation to a value function in d dimensions,
which can be reduced to (n 4 1)¢ if we drop either the sin
or cos terms for each variable as described above. We thus
define the nth order Fourier basis for d variables:

¢i(x) = cos (mc’ - x) , 4)

where ¢’ = [c1,...,cq], ¢; € [0,...,n], 1 < j < d. Each
basis function has a vector c that attaches an integer coeffi-
cient (less than or equal to n) to each variable in x; the basis
set is obtained by systematically varying these coefficients.

Example basis functions over two variables are shown in
Figure 3. Note that ¢ = [0, 0] results in a constant func-
tion. When ¢ = [0, k| or [k, 0] for positive integers k, and
k,, the basis function depends on only one of the variables,
with the value of the non-zero component determining fre-
quency. Only when ¢ = [k, k,] does it depend on both;
this basis function represents an interaction between the two
state variables. The ratio between &, and k, describes the
direction of the interaction, while their values determine the
basis function’s frequency along each dimension.

c=10,0) c=101]

Figure 3: A few example Fourier basis functions defined
over two state variables. Lighter colors indicate a value
closer to 1, darker colors indicate a value closer to —1.

This basis is easy to compute accurately even for high or-
ders, since cos is bounded in [—1, 1], and its arguments are
formed by multiplication and summation rather than expo-
nentiation. Although the Fourier basis seems like a natural
choice for value function approximation, we know of very
few instances (e.g., Kolter and Ng (2007)) of its use in RL
prior to this work, and no empirical study of its properties.

Scaling Gradient Descent Parameters

When performing stochastic gradient descent with a linear
approximator, each feature need not have the same learning
rate. Intuitively, lower frequency terms should have larger
learning rates so that the agent can rapidly estimate the gen-
eral shape of the target surface, with slower refinement by
higher order terms. Many online schemes exist for tuning
each learning rate, though these result in problem specific
learning rates (Aleida et al., 1998). Given a base learning
rate, o, in practice we find that setting the learning rate for
basis function ¢; to o; = a1 /||c?||2 (avoiding division by

zero by setting ag = a; where c® = 0) performs best. An
argument for this approach is given in the Appendix.

Variable Coupling

In continuous RL domains it is common to use an approx-
imation scheme that assumes each variable contributes in-
dependently to the value function. For example, an order 1
polynomial basis function contains basis functions 1, z1, z2
and zj2x2; assuming independent contributions means we
can drop the x; x5 term. We call such a basis uncoupled.

For higher order function approximators, uncoupling re-
moves the curse of dimensionality: for an order m poly-
nomial basis with d variables, the full basis has (n + 1)?
terms, whereas the uncoupled basis has only dn + 1 terms.
Although this can lead to poor approximations (because in
many cases the variables do not contribute independently)
in many continuous domains it does not significantly de-
grade performance. However, a more sophisticated ap-
proach could use prior knowledge about which variables are
likely to interact to obtain a smaller but still accurate func-
tion approximator. The Fourier basis facilitates this through
constraints on c, the coefficient vector used in Equation 4.
For example, we obtain an uncoupled basis by requiring that
only one element of each c is non-zero. Alternatively, if we
know that the interaction of variables x; and x; is important
then we can constrain c so that only ¢; and ¢; can be non-
zero simultaneously. We expect that most domains in which
a decoupled basis performs poorly are actually weakly cou-
pled, in that we can use very low-order terms for the interac-
tion between variables and high-order order terms for each
variable independently. The Fourier basis lends itself natu-
rally to implementing such a scheme.

Empirical Evaluation

This section empirically compares the performance of the
Fourier basis? on standard continuous benchmarks to that of
RBFs, the polynomial basis, and PVFs. Since we are com-
paring basis functions (as opposed to learning algorithms),
we have selected the learning algorithms most widely used,
rather than those that are most efficient. While better perfor-
mance might be obtained using other learning methods, we
expect the relative performance differences to persist.

The Swing-Up Acrobot. The acrobot is an underactuated
two-link robot where the first link is suspended from a point
and the second can exert torque. The goal is to swing the tip
of the acrobot’s second joint a segment’s length above the
level of its suspension, much like a gymnast hanging from
a pole and swinging above it using their waist. Since the
acrobot is underactuated it must swing back and forth to gain
momentum. The resulting task has 4 continuous variables
(an angle and an angular velocity for each joint) and three
actions (exerting a negative, positive or zero unit of torque
on the middle joint). Sutton and Barto (1998) contains a
more detailed description.

We employed Sarsa(\) (v = 1.0, A = 0.9, ¢ = 0) with
Fourier bases of orders 3 (256 basis functions), 5 (1296 ba-

2Our experiments used scaled « values. For results using un-
scaled «, see Konidaris and Osentoski (2008).



sis functions) and 7 (4096 basis functions) and RBF, polyno-
mial and PVF bases of equivalent sizes (we did not run PVFs
with 4096 basis functions because the nearest-neighbor cal-
culations for that graph proved too expensive). We system-
atically varied « (the gradient descent term) to optimize per-
formance for each combination of basis type and order. Ta-
ble 4(a) shows the resulting o values.?

The PVFs were built using the normalized Laplacian:
L = D™Y?2(D — W)D~'/2, scaling the resulting eigen-
vectors to the range [—1, 1]. We also rescaled the Acrobot
state variables by [1, 1,0.05, 0.03] for local distance calcula-
tions. Random walks did not suffice to collect samples that
adequately covered the state space, so we biased the sample
collection to only keep examples where the random walk
actually reached the target within 800 steps. We kept 50 of
these episodes—approximately 3200 samples. We subsam-
pled these initial samples to graphs of 1200 or 1400 points,
created using the nearest 30 neighbors. We did not optimize
these settings as well as might have been possible, and thus
the PVF averages are not as good as they could have been.
However, our intention was to consider the performance of
each method as generally used, and a full parameter explo-
ration was beyond the scope of this work.

We ran 20 episodes averaged over 100 runs for each type
of learner. The results, shown in Figure 4, demonstrate that
the Fourier basis learners outperformed all other types of
learning agents for all sizes of function approximators. In
particular, the Fourier basis performs better initially than the
polynomial basis (which generalizes broadly) and converges
to a better policy than the RBFs (which generalize locally).
It also performs slightly better than PVFs, even though the
Fourier basis is a fixed, rather than learned, basis. However,
the value function for Acrobot does not contain any discon-
tinuities, and is therefore not the type of problem that PVFs
are designed to solve. In the next section, we consider a
domain with a discontinuity in the value function.

The Discontinuous Room. In the Discontinuous Room,
shown in Figure 5(a), an agent in a 10 X 6 room must reach
a target; the direct path to the target is blocked by a wall,
which the agent must go around. The agent has four ac-
tions which move it 0.5 units in each direction. This is a
simple continuous domain with a large discontinuity, which
we use to compare the Fourier basis to PVFs, which were
specifically designed to handle discontinuities by modeling
the connectivity of the state space. In order to make a re-
liable comparison, agents using PVFs were given a perfect
adjacency matrix containing every legal state and transition,
thus avoiding sampling issues and removing the need for an
out-of-sample extension method.

Figure 5(b) shows learning curves for the Discontinuous
Room using Sarsa(A) (v = 0.9, A = 0.9, ¢ = 0) using
Fourier bases of order 5 and 7 (« = 0.001 in both cases)
defined over the two state variables, and agents using 36 and
64 (o« = 0.025 in both cases) PVFs. The Fourier basis out-
performs PVFs. Figures 5(c) and 5(d) show example value

3Note that « is a gradient descent coefficient; during learning
it is multiplied by each basis function to modify that function’s
weight. Hence, its value is not comparable across different bases.
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Figure 4: « values used for the Swing-Up Acrobot; learning
curves for agents using (b) order 3 (c) order 5 and (d) order
7 Fourier bases, and RBFs and PVFs with corresponding
number of basis functions. Error bars are standard error.
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Figure 5: The Discontinuous Room (a), where an agent must
move from the lower left corner to the upper left corner
by skirting around a wall through the middle of the room.
Learning curves (b) for agents using O(5) and O(7) Fourier
bases and agents using 36 and 64 PVFs. Error bars are
standard error. Value functions from agents using an O(7)
Fourier basis (c¢) and 64 PVFs (d).

functions for an agent using an order 7 Fourier basis and a
corresponding agent using 64 PVFs. The PVF value func-
tion is clearly a better approximation, very precisely model-
ing the discontinuity around the wall. In contrast, the Fourier
basis value function is noisier and does not model the dis-
continuity as cleanly. However, the results in Figure 5(b)
suggest that this does not significantly impact the quality of



the resulting policy; it appears that the Fourier basis agent
has learned to avoid the discontinuity. This suggests that the
Fourier basis is sufficient for problems with a small number
of discontinuities, and that the extra complexity (in samples
and computation) of PVFs only becomes really necessary
for more complex problems.

Mountain Car. The Mountain Car (Sutton and Barto,
1998) is an underpowered car stuck in a valley; to escape, it
must first accelerate up the back of the valley, and then use
the resulting momentum to drive up the other side. This
induces a steep discontinuity in the value function which
makes learning difficult for bases with global support.

We employed Sarsa(\) (v = 1.0, A = 0.9, e = 0) with
Fourier bases of orders 3 and 5, and RBFs and PVFs of
equivalent sizes (we were unable to learn with the polyno-
mial basis). The « values used are in Table 1.

Basis 03) 0(5)

Fourier 0.001 0.001
RBF 0.025 0.025
PVF 0.01 0.025

Table 1: « values used for Mountain Car.
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Figure 6: Mountain Car learning curves for agents using
(a) order 3 (b) order 5 Fourier bases, and RBFs and PVFs
with corresponding number of basis functions. Error bars
are standard error.

The results (shown in Figure 6) indicate that for low or-
ders, the Fourier basis outperforms RBFs and PVFs. For
higher orders the Fourier basis initially performs worse (be-
cause it does not model the discontinuity well) but converges
to a better solution.

Discussion

Our results show that the Fourier basis provides a reliable
basis for value function approximation. We expect that for
many problems, the Fourier basis will be sufficient to learn a
good value function without requiring transition samples or
an expensive or complex method to create a basis. Addition-
ally, the ability to include prior knowledge about variable
interaction provides a simple and useful tool for inducing
structure in the value function.

Another vein of research has examined multi-scale ba-
sis function construction, which create a hierarchy of ba-
sis functions at different levels of resolution. One approach
employs multigrid methods to construct basis functions at

multiple levels of resolution (Ziv and Shimkin, 2005). Dif-
fusion wavelets (Mahadevan and Maggioni, 2006) are an-
other approach that compactly represents dyadic powers of
the transition matrix at each level of the hierarchy. We ex-
amined the utility of a simple global fixed basis that does
not require sampling to construct; a similar examination of
wavelet basis functions may provide interesting results.

The one area in which we find that the Fourier basis has
difficulty is representing flat areas in value functions; more-
over, for high order Fourier basis approximations, sudden
discontinuities may induce “ringing” around the point of
discontinuity, known as Gibbs phenomenon (Gibbs, 1898).
This may result in policy difficulties near the discontinuity.

Another challenge posed by the Fourier basis (and all
fixed basis function approximators) is how to select basis
functions when a full order approximation of reasonable size
is too large to be useful. PVFs, by contrast, scale with the
size of the sample graph (and thus could potentially take ad-
vantage of the underlying complexity of the manifold). One
potential solution is the use of feature selection (Kolter and
Ng, 2009; Johns, Painter-Wakefield, and Parr, 2010) to ob-
tain a good set of basis functions for learning. The Fourier
basis is particularly well suited to feature selection because
it provides an easy way to specify a fixed yet complete (up
to a given order) set of basis functions, where the impor-
tant relationships between state variables may be easily in-
terpreted by a human through the c vectors corresponding to
selected basis functions. For example, if basis functions cor-
responding to high-order interactions between two variables
are consistently selected it would be reasonable to infer that
that interaction is important to the dynamics of the domain.

Our experiences with the Fourier basis show that this sim-
ple and easy to use basis reliably performs well on a range of
problems. As such, although it may not perform well for do-
mains with several significant discontinuities, its simplicity
and reliability suggest that linear function approximation us-
ing the Fourier basis should be the first approach tried when
RL is applied to a new problem.

Summary

We have described the Fourier basis, a linear function ap-
proximation scheme using the terms of the Fourier series as
features. Our experimental results show that this simple and
easy to use basis performs well compared to two popular
fixed bases and a learned set of basis functions in three con-
tinuous RL benchmarks, and is competitive with a popular
learned basis.
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Appendix: Scaling o
When performing batch gradient descent on an error
function, Armijo (1966) and Plagianakos, Vrahatis, and
Magoulas (1999) suggested that the learning rate should be
inversely proportional to a Lipschitz constant of the update

term 8%&"’) which is defined in Euclidean space as an L
8E(w1) _ OE(w2)
ow

< L||W1 — W2H2’ for all

satisfying ‘

w1 and wo, Where E is the error function being minimized
(e.g. Bellman error for value estimate with weights w). For
any of the error functions in C? that are typically used, this
implies that the learning rate should be inversely propor-
tional to the maximum magnitude of the second derivative
of the error function with respect to the weights: a % <

aE(w) ‘ -1

Miny, ’ ’

However, Armljo’s method for selecting a learning rate
only applies to batch gradient descent with a single learning
rate, and therefore only accounts for the morphology of the
error surface as a function of the weights, and not states or
individual features. Whereas the gradient in batch gradient
descent is only a function of w, when learning a value func-
tion with stochastic gradient descent, it also depends on the
current state x. Thus, while Armijo’s method acts to limit
the difference during batch gradient descent in the update

term 9B(w) between consecutive updates, we propose that
the difference in the stochastic gradient descent update term
w between consecutive updates should be limited.
We therefore modify Armijo’s method to the stochastic
gradient descent case by setting each terms’ learning rate
inversely proportional to a Lipschitz constant of W,

which is defined in Euclidean space as a K satlsfymg
HaE(yl) SE(}'z) ‘ < K; HY1 _y2|
’L 2 -

where y = [x w| and E(y) = E(x,w) is the error in
state x with weighting w. To derive estimates of learn-
ing rate proportions, we assume we are performing stochas-
tic gradient descent with the error function E(x,w) =
— 2
(V) - V()" . ' '
We assume that the learning rate o; for a term with unit
coefficient vector, Hc1| g = 1, is provided, and then scale
the learning rate for each other term as
Ky
K3 1 Kiv ( )
where Kj; is a Lipschitz constant for the term with coefficient
vector ¢’ and weight w;:

o, for all y; and y»

0 OE(y)
Jdy Ow;

Our goal is to find the smallest value for K;
that satisfies Equation 6 while producing a sim-
5 9E(x, W)H <
ow;
|7t (V(x) = w - ¢(x)) + 5 (V(x) = w- o(x))]],

o OE(x,w) 1
‘ ‘ ow  Ow; ’ ‘ < m 2 <

for m Dbasis functlons, we can select K; =

K. >m H ©)

2

ple conclusion.

Because ’ ‘

1
and Hc Hsz

e[, [m# + mascs (I (VG = w66, +

Haz V(x) — H )], which satisfies Equation 6
forall ¢ # 0. Subst1tut1ng into Equation 5, we conclude that
the ' term’s learning rate should be a; = a1/ ||cf||,. To

avoid division by zero for ¢® = 0, we select ag = a.
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